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ABSTRACT OF DISSERTATION 

LAND USE INFLUENCES'ON ADJACENT ECOLOGICAL SYSTEMS: 

IMPLICATIONS FOR CONSERVATION PLANNING 

This research investigated the spatial relationships between land uses, primarily 

urbanization, and adjacent ecological systems. As anthropogenic stressors encroach on 

protected areas and aquatic systems, the ecological functioning of those systems is 

reduced, and this has implications for natural resource management and conservation. I 

conducted three separate studies to address different research questions relating to land 

use and land cover - ecological system linkages. 

I assessed the vulnerability of conservation lands throughout the U.S. to adjacent 

anthropogenic threats and identified protected lands that are likely threatened by human 

activities as well as unprotected lands that offer opportunities for future conservation 

action. I also quantified the amount of residential development encroachment 

surrounding protected lands in the U.S., and I quantified how encroachment has altered 

the landscape structure around conservation lands nationally from 1970 through 2000, 

and forecast changes for years 2000 through 2030. Results from these two studies showed 

that there are a number of protected areas that are vulnerable to neighboring threats and 

that development has both reduced the buffer surrounding and the connectedness between 

protected areas. However, results also suggested that there are a number of options for 

future conservation action, although continued urbanization will limit these options. 
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These studies indicate that conservation planning must consider adjacent land 

uses. However, the final study presented in this dissertation illustrated that conservation 

scientists and land managers must recognize the limitations of their approach when 

modeling the relationships between ecological systems and adjacent land use. I used a 

conceptual model of how land cover at different upslope scales influences aquatic 

integrity to show how different modeling approaches can substantially alter resulting 

inference. Results suggest that a modeling approach that incorporates ecological 

knowledge may provide more relevant inference for management decisions. A finding 

applicable to all three studies is that a key conservation strategy will be to work 

cooperatively with adjacent land owners and mangers to successfully manage both 

protected areas and aquatic systems. 

Alisa A. Wade 

Department of Geosciences 

Colorado State University 

Fort Collins, CO 80523 

Summer 2009 
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CHAPTER 1. INTRODUCTION TO DISSERTATION 

1.1 Introduction 

Understanding the spatial relationship between ecological stressors and ecological 

processes has emerged as a fundamental challenge for landscape ecologists (Wu & Hobbs 

2002). This relationship is critical in the study of how anthropogenic land cover 

modification affects neighboring natural systems. Anthropogenic stressors, human 

activities that impair ecological processes (Salafsky et al. 2008), are likely the most 

important factor affecting ecological systems throughout the world (Vitousek et al. 1997; 

Terborgh 1999) and are the primary driver of species endangerment (Lande 1998; 

Wilcove et al. 1998; Czech et al. 2000). Research focusing on the interplay between 

human land cover modification and neighboring systems provides insight into pattern-

process dynamics and assists land managers in gauging the potential impact from future 

modification of adjacent lands, helping them anticipate and manage for change (Clark et 

al. 2001). 

In this dissertation, I consider several land uses, but focus on the impacts from 

urban development1. Urbanization is particularly associated with decreased biodiversity 

and species richness (Harris & Silva-Lopez 1992; McKinney 2002; Walsh et al. 2005) 

1 I use the terms urban development and urbanization interchangeably, referring to increased number of 
housing units and associated intensification of infrastructure - including commercial development and 
transportation and utility infrastructure - regardless of the density of development. I use the terms urban 
density or urban housing density to refer to a specific density of residential development (units/ha). 
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and a reduction in ecological flows in both terrestrial and aquatic systems (Cole & 

Landres 1996; Weber et al. 2001; Hansen et al. 2002; Allan 2004). My research addresses 

human land use and land cover influences on two types of neighboring ecological 

systems, protected areas and aquatic systems. With urbanization often occurring most 

rapidly adjacent to protected areas (Freritz et al. 2004; McDonald et al. 2008) and river 

networks (Theobald et al. 1996), it is particularly important to understand the current 

spatial patterns of urbanization and likely relations with these neighboring ecological 

systems. 

Protected areas, lands with formal, permanent protection from conversion of 

natural land cover and managed in whole or in part for conservation purposes (Jennings 

2000), provide valuable ecosystem services and habitat (Millennium Ecosystem 

Assessment 2003; UNEP 2003). Because they increasingly represent the last large, 

contiguous, and relatively unmodified land areas, protected lands provide critical 

leverage points for future conservation actions (Margules & Pressey 2000). Protected 

areas also serve as optimal subjects for research into the spatial relationship between 

landscape modification and ecological impairment because they are relatively natural and 

open systems, whereby alterations in flows of biological, chemical, and physical matter 

and energy into the system produces significant effects (Cole & Landres 1996). 

I also look at developed land uses in relation to aquatic systems because rivers 

serve as excellent indicators of broader system state, integrating conditions from 

throughout the watershed (Hynes 1975; Johnson & Gage 1997). Rivers and streams 

provide critical habitat for maintaining biodiversity, and they provide immeasurable 

ecosystem services for human health and well-being (Meyer et al. 2005). Anthropogenic 
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impacts have significantly altered both the structure and function of river systems (Postel 

& Richter 2003), and better defining the spatial relationship between land use and these 

systems is critical to conservation of aquatic species (Fausch et al. 2002; Wiens 2002). 

1.2 Research overview and objectives 

The research presented here investigates implications for conservation planning 

that arise from the spatial interactions between land use and land cover, primarily 

urbanization, and adjacent ecological systems. I explore three aspects of this dynamic 

relating to three primary research problems. The three studies include: a national 

assessment of landscape vulnerability to threats from human activities; a national 

summary of the potential impact to ecological processes on protected lands due to. 

adjacent urbanization; and a study of how hierarchical spatial scales of land use influence 

aquatic integrity. 

Assessing the vulnerability of an ecological system to threats from human 

activities requires consideration of both local and adjacent threats (Newmark 1985; 

Margules & Pressey 2000; Wilson et al. 2007). Threats are the human activities that 

degrade conservation targets (Salafsky et al. 2008). Yet most existing techniques focus 

solely on vulnerability to in-situ threats. In Chapter Two, I present a method to extend 

previous vulnerability assessments, creating an integrative vulnerability score that 

considers both local and adjacent threats. By using a novel conceptual model of the 

relationship between in-situ threats and contextual threats, I translate the vulnerability 

assessment into a spatially explicit evaluation of lands in the conterminous U.S. that have 

the capacity, or offer opportunities, for ecological conservation. The primary objective of 

this study is to explicitly map both where existing conservation lands are either 
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effectively buffered from surrounding human threats, or where adjacent land use likely 

threatens lands nominally considered protected. Further, I identify those lands that are not 

currently formally protected but that, because they are spatially disjoint from threatening 

human activities, may offer options for future conservation action. Chapter Two details a 

flexible, scalable tool to assist land managers in conducting more complete vulnerability 

assessments. 

As human activities encroach on neighboring conservation lands, the ecological 

functioning of those lands is reduced (Noss 1983; Hansen & DeFries 2007). In Chapter 

Three, I look at residential housing development encroachment on lands formally 

protected for conservation purposes. Using a spatially explicit model of change in 

housing density for the years 1970-2030,1 quantify the past impacts to existing 

conservation lands and forecast the implications for future conservation planning. This 

study's central objective is to provide a national summary of how, when, and where 

residential development affects the landscape context around conservation lands, likely 

altering the ecological integrity of the lands and limiting their capacity for conservation 

of natural resources and processes. This study provides conservation planners with a 

coarse-scale assessment of options for the eventual establishment of a national, 

comprehensive, conservation system, and assists land managers in identifying areas likely 

to become most threatened in the future. 

Simple correlative studies of the spatial relationships between land use and land 

cover and neighboring systems fail to provide ecologically relevant insight (NRC 1995; 

Noon 2003). Instead, empirical analyses of ecological systems should be grounded in 

conceptual models based on first principles of ecology to better guide cause-effect 
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interpretation and to lead to statistical inference that is ecologically relevant (Lookingbill 

et al. 2007). Several past studies in aquatic ecology have sought to understand the spatial 

scale (extent) of upslope land use and land cover that most strongly influences aquatic 

integrity; yet, the statistical approaches employed have often ignored the known 

principles of aquatic spatial hierarchies. In Chapter Four, I apply a,simple conceptual 

model of how land cover at different scales influences downstream aquatic integrity to 

inform different statistical approaches, and I trace how altering the focus from 

maximizing predictive power to partitioning influence between scales leads to different 

results and ecological inference. The objective of the study is to illustrate how 

incorporating ecological knowledge into the assessment of an ecological system may 

both advance our ecological understanding while also improving conservation 

management. The chapter suggests a general approach that may provide better guidance 

for today's management applications as well as for developing tomorrow's research 

questions. 

All three research studies relied on Geographic Information Systems (GIS) to 

elucidate the spatial relationships between land use and land cover and neighboring 

ecosystems (Appendix A). In two of the studies (Chapters Two and Three), I use GIS to 

calculate travel time from an urban area (as opposed to a standard Euclidean distance) to 

provide a distance measure more relevant to assessing potential threats from human 

activities. In Chapter Four, I use GIS to calculate three scales of upstream accumulation 

from aquatic integrity sampling points. In all studies, GIS was used as the primary tool 

for organizing, extracting, and analyzing spatial data. 
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1.3 Background 

This dissertation builds on a wide range of research areas in conservation 

planning, landscape ecology, vulnerability assessment, aquatic ecology, and ecological 

modeling. This section provides pertinent background information and reviews selected 

literature related to these topics. 

1.3.1 Urban land use influences on adjacent ecological systems 

A primary driver of land use and land cover change in the U.S. is the conversion 

of natural lands for residential housing development. In the United States, the increase in 

land area affected by residential development outpaced the population growth rate by 25 

percent between 1980 and 2000, and it is estimated that in many regions of the U.S., this 

pace of development will continue or increase (Theobald 2005). The increasing ratio of 

land area consumed to population is partially explained by the recent explosion in 

residential development in exurban areas - areas of relatively low-density development 

outside of existing urban boundaries (Theobald et al. 2000). 

Drawn to the "natural amenities" of scenery and nearby outdoor recreation, this 

low-density residential growth is often occurring in once distant landscapes, often near 

open lands and water features (Howe et al. 1997; Rasker & Hansen 2000). McGranahan 

(1999) found that rural population growth between 1970 and 1996 closely corresponded 

with a natural amenities index that included factors such as proximity to water, scenery, 

and recreational availability. While many previous studies have focused exclusively on 

impacts only from development in major urban areas, inclusion of exurban densities is 

critical as they cover five times the land area of urban areas (Theobald 2001) and are 
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particularly threatening to natural processes in relatively unaltered landscapes (Hansen et 

al. 2002). 

Residential development and its associated infrastructure have been linked to 

alterations across a spectrum of ecological processes. Houses and roads fragment aquatic 

and riparian habitats, inhibiting species movement, isolating animals, and reducing the 

likelihood of recolonization of extirpated habitat areas (Theobald et al. 1996; Theobald 

2000; McKinney 2002; Hansen et al. 2005). Urbanization is ranked as one of the 

foremost causes of species endangerment in the United States (Czech & Krausman 1997). 

Division of the landscape from roads and fences inhibits species movement, isolates 

animals, and reduces the likelihood of recolonization of extirpated habitat patches 

(Theobald et al. 1996; Trombulak & Frissell 2000). Residential development is further 

associated with increased introduction of non-native species of both plants and animals. 

Of particular concern is the introduction of 'subsidized predators', such as cats and dogs, 

that may reduce native wildlife populations far below the numbers that would be required 

to maintain native predator species (Soule et al. 1988). Housing in the wildland urban 

interface additionally alters disturbance processes, in part by encouraging fire 

suppression policies (Hobbs & Theobald 2001). 

1.3.1.1. Urban land use influences on protected areas 

Originally established in areas of low population density, protected areas are 

becoming islands in a sea of development, leading the National Park Service (NPS) to 

identify urban encroachment as a primary threat to park resources (GAO 1994). Protected 

areas serve as focal areas for habitat conservation and restoration efforts (Lathrop & 

Bognar 1998). Yet, many protected areas are threatened by shifts in the structure, 
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complexity, and fragmentation of their natural systems resulting from anthropogenic 

modifications of the landscape (Noss 1987). 

Globally, human population growth near protected areas is expected to 

significantly degrade biodiversity by 2030 (McDonald et al. 2008). Hansen and Defries 

(2007) provide a review of the influences surrounding land uses have on protected areas, 

including reduction in the area for dynamic ecological processes, changes in the flows of 

information, genes, and biota in and out of protected areas, habitat loss and fragmentation, 

and increased edge effects from greater exposure to human activities. Of various land use 

types, urban land use is the most likely to affect all of these ecological processes (Hansen 

& DeFries 2007). These impacts to protected areas will be particularly detrimental under 

climate change, when species will require greater habitat area and connectivity (Hannah 

et al. 2007). Further, urban encroachment on protected areas may have a significantly 

negative impact on the availability of ecosystem services from protected areas, such as 

the production of foods and fibers (DeFries et al. 2007). 

1.3.1.2 Residential development influences on aquatic systems 

Allan (2004) provides a review of the influence of land use, including urban, on 

rivers, and both Booth and Reinelt (1993) and Walsh et al. (2005) review characteristics 

of the "urban stream syndrome" (as termed by Meyer et al. 2005). The associated 

increase in impervious surfaces from roads, parking lots, and rooftops is one of the best 

studied impacts from urbanization (see Schueler 1994; Brabec et al. 2002 for reviews), 

and stormwater runoff arising from imperviousness is likely the predominant driver of 

urban impacts to streams (Walsh et al. 2005). There may be a threshold at approximately 

10% impervious cover where increased runoff and resulting modified peak discharge and 
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flood frequency strongly affect channel morphology, biota, vegetative succession, and 

water chemistry (Booth & Reinelt 1993; May et al. 1997). 

Increased chemical pollutant loads are widespread in urban streams (Walsh et al. 

2005), and increased concentrations of chemicals can be observed at relatively low levels 

of watershed urbanization (Hatt et al. 2004). Urban systems are designed to efficiently 

move stormwater out of developed areas, changing sediment supply and flow regime and 

resulting in morphological changes which in turn reduces channel complexity and thus 

stream and riparian habitat (Walsh et al. 2005). These chemical and morphological 

changes result in dominance by more tolerant aquatic species (Meyer et al. 2005). The 

growth of human populations further affects aquatic systems through increased demands 

for water, resulting in a greater number of channelizations, impoundments and lower 

water tables from aquifer pumping (Pringle 2000). 

Roads and trails are associated with the spread of exotic species, increased 

sediment loading, and alterations in chemical composition of water resources, especially 

resulting from deicing salts and heavy metals, in addition to their contribution to flow 

regime alteration from imperviousness (Forman & Alexander 1998; Trombulak & 

Frissell 2000). Road dust may affect vegetation and nutrient cycling (Forman & 

Alexander 1998). Increased accessibility to open lands from roads and trails is associated 

with bank erosion, species disturbance, and fecal contamination of aquatic systems (Cole 

& Landres 1996; Forman & Alexander 1998). Greater numbers of housing units and 

roads are also directly related to increased air emissions from cars and home heating and 

cooling systems, and anthropogenic pollutants have been found in otherwise 'pristine' 

wildlands and water bodies, likely resulting from atmospheric transport and proximity to 
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developed areas (Heit et al. 1984). Nitrogen saturation may be occurring in wildlahds via 

atmospheric pathways as well (Baron et al. 1985). 

1.3.2 Measuring level of urbanization 

The level of urbanization in an area can be measured in several ways. The U.S. 

Geological Survey created the Land Use and Land Gover data set, manually interpreting 

nine primary land-use categories from aerial photography. More recent techniques have 

been developed to automate urban land-cover detection from satellite imagery, although 

land use continues to be used as a general term. Theobald (2001) provides a listing of 

some of these techniques. The more recent National Land Cover Database (NLCD) 

(Vogelmann et al. 2001), obtained from classifying of 30-meter resolution Landsat 

satellite imagery from early- to mid-1990 into twenty-one land covers (Theobald 2001), 

is currently the most widely available and used means for identifying anthropogenic land 

cover. The U-Index (human use index) (O'Neill et al. 1988) is also commonly used, 

categorized by landscapes that have urban or agricultural land cover types. Data from the 

U.S. Census Bureau provide another source for urbanization data, often being used to 

measure population density at the county level, or more commonly, by metropolitan 

statistical areas (MSA) or urban areas (USCB 2000b). 

Both of these methods tend to misestimate actual urbanization. Using urban land 

cover classifications tends to neglect large areas of low-density development not picked 

up in the imagery classification, while the use of MS As may overbound metropolitan 

development while not including smaller developments outside the primary metropolitan 

areas (Theobald 2001); Theobald (2001) recommends the use of more fine-grained 

Census data, calculating housing density by census block groups. In the 2000 Census, 
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each census block contained approximately 250-550 housing units, with more than 

250,000 block groups covering the (USCB 2000a). While population density data are 

used in some studies, housing density is a more robust indicator of land cover change 

from residential development as population counts are based on the primary place of 

residence and do not account for vacation and second homes (Theobald 2001). 

Many studies also rely on road densities or "roaded area" (e.g., Stoms 2000), or 

percent impervious surfaces (see Brabec et al. 2002 for a review) to reflect human 

modification of the landscape. However, many of these measures of urbanization are 

collinear (King et al. 2005) so it is best to limit the number of urbanization measures used. 

There is some evidence that percent impervious surface is a more accurate measure 

across a wider range of urbanization (Center for Watershed Protection 1997), but it the 

data is much more difficult to obtain and remote imagery classification errors can affect 

results. There are several indices that attempt to reflect the level of human-domination in 

a landscape as a single dimension as well (e.g., Aplet et al. 2000; Sanderson et al. 2002; 

Woolmer et al. 2008), and these may be of use for coarse-scale studies. 

1.3.3 Assessing vulnerability of and impacts to ecological integrity 

Evaluating the influences of surrounding land cover on the ecological integrity of 

neighboring natural systems can be done from a perspective of assessed vulnerability or 

measured impacts. Ecological integrity is defined as the characteristics that allow a 

natural system to remain stable in its capacity to self-repair and to maintain a balanced, 

adaptive community of organisms comparable to the region's natural biota (Karr et al. 

1986). In many instances, direct impacts to integrity are difficult to measure, or it is not 

even known how to measure the dimensions of integrity (Karr 1987). Further, 
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conservation planners often consider future scenarios of land cover change, and assessing 

vulnerability to forecast changes is often more tractable than modeling future impacts. 

Lastly, one of the most critical elements of conservation planning is to mitigate local and 

contextual activities that may threaten the conservation values and goals for a particular 

landscape (Sarkar etal. 2006). 

Vulnerability is often defined as the likelihood of negative impacts to ecological 

systems caused by threatening processes (Pressey et al. 1996). Vulnerability assessments 

tend to measure one of three possible dimensions of vulnerability, imminence, intensity, 

and the impact of the threatening process or activity (Wilson et al. 2005), although most 

studies focus on imminence of the threat, because intensity and impact are more difficult 

to assess spatially (Wilson et al. 2005). Wilson et al. (2005) provide a review of 

vulnerability assessment methods, which generally consist of methods based on land use, 

environmental variables, threatened species, or expert opinion. 

It is important to consider vulnerability throughout the planning process 

(Margules & Pressey 2000), but is particularly critical when designing conservation area 

networks and prioritizing conservation action (Wilson et al. 2005). Unfortunately, most 

conservation assessments methods for protected areas undervalue threats from external 

sources, despite a rising awareness of the need to consider external threats (Gaston et al. 

2002; Reyers 2004). However, there has been a recent emphasis on how to better 

incorporate surrounding land use into conservation planning frameworks (Theobald et al. 

2000; Cowling & Pressey 2003; Pierce et al. 2005; Pejchar et al. 2007), including by the 

IUCN (International Union for Conservation of Nature), where controversy has arisen 

over whether to expand IUCN categories to better incorporate working landscapes near 
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protected areas (Locke & Dearden 2005). One difficulty in including the multitude of 

external threats is in developing a method to combine information on different 

threatening processes (Sarkar et al. 2006). A second difficulty is the general inability to 

link threats to causal impacts, although this may only be viable in finer-scale studies 

(Gaston et al. 2002). 

In studies that do not consider future scenarios or that are limited to a relatively 

narrowly defined ecological system, quantifiable metrics that serve as proxy indicators 

for ecological integrity can be used. Because aquatic systems tend to be relatively 

confined, proxy indicators have often been used in past research of land cover influences 

on aquatic integrity. While there is no consensus on the ideal indicator or suite of 

indicators for assessing aquatic ecology, relative consensus exists on an indicator's 

desired characteristics. Indicators should be easy to measure, have a fairly low error of 

measurement and stability over the measurement period, show a clear relationship with 

the processes of interest, rely on data that is not difficult to obtain, and provide mappable 

trends (Reuter 1998; Boulton 1999; Aspinall & Pearson 2000). 

Older studies analyzing land cover impacts on aquatic resources have focused on 

chemical water parameters as indicators. Urbanization has been linked to nutrient loading 

of streams, particularly nitrogen and phosphorous (Osborne & Wiley 1988; Hunsaker & 

Levine 1995; May et al. 1997; Herlihy et al. 1998). Habitat indicators have also often 

been applied in studies of land cover influence on both aquatic and terrestrial systems, 

and the earliest studies considered physical characteristics, including catchment area and 

stream order for aquatic systems (Kuehne 1962; Hynes 1975). 
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Despite the difficulty of obtaining biotic parameters, many researchers believe 

that they better integrate all the processes that may affect aquatic systems across an entire 

watershed (Adams 2002). Karr (1999) stated that, as physical, chemical, evolutionary, 

and ecological processes have shaped local and regional biota, biotic indicators are the 

most integrative approach that account for watershed-scale effects. Because the biota is 

recognized as the usual endpoint for assessment of river degradation, there has been an 

increase in the use of biological measures (Norris & Thorns 1999). 

Biotic indicators often rely on multimetric indices. By incorporating several 

measures that are responsive to a broad array of human actions, multimetric indices are 

believed to better reflect the intricate and composite interactions within an ecosystem 

(Karr 1993; Boulton 1999). The Index of Biotic Integrity (IBI) (Karr 1981) is a ' 

multimetric index that has become widespread in watershed assessments and studies. The 

IBI combines species richness, composition, trophic structure, and abundance into a 

single index. Originally developed to measure aspects offish assemblages, the IBI has 

been more recently modified to consider benthic macroinvertebrate populations (BIBI), 

and macroinvertebrates are now used as one of the primary indicators of river health 

(Wallace et al. 1996'). These multimetric indices are considered "rapid assessment" 

techniques, allowing for reduction in costs and a summary of results into a single score 

that can be understood across watershed comparisons and among non-specialists (Norris 

& Thorns 1999). 

Land cover in the catchment has been shown to affect these indexes of biotic 

status (e.g., Wente 2000; Snyder et al. 2003; Strayer et al. 2003). Numerous other studies 

have found similar relationships between urbanization and biotic indicators (e.g., Lenat & 
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Crawford 1994; Griffith et al. 2002; Davis et al. 2003; Gray 2004). Research has shown 

that less field-intensive and simpler biotic measures, such as the Ephermoptera + . 

Plecoptera + Tricoptera Index (EPTI, consisting of species considered highly sensitive to 

poor water quality), are equally effective in tracking changes in biotic health as compared 

to the more field-data intensive BIBI (Wallace et al. 1996). However, even the EPTI 

requires ori-the-ground data collection; therefore availability of EPTI data is also limited. 

Measures of habitat pattern and structure have become particularly popular as GIS 

and remote sensing technologies improve. These landscape ecological metrics attempt to 

quantify amount and arrangement of land cover in order to reflect land pattern change 

(Meyer & Turner 1994). It is unclear, however, whether landscape ecological metrics 

should be used as dependent or independent variables. Goodwin (2003) provides a review 

of studies using measures of landscape connectivity as dependent versus independent 

variables. He found that approximately 75 percent of the papers used a landscape 

connectivity measure as an independent variable to explain another ecological process. 

While indicative of trends, the use of landscape metrics as independent variables may fail 

to explain the underlying ecological mechanisms (Aspinall & Pearson 2000; Goodwin 

2003). However, linking landscape metrics to biotic endpoints within an ecologically 

accepted conceptual model may avoid this problem to some degree (Noon 2003; Novotny 

etal. 2005). 

Riparian structure is one example of a habitat characteristic that can be relatively 

easily calculated across broad areas using landscape structure metrics. Innis etal. (2000) 

summarize several potential riparian and floodplain indices obtained from remotely 

sensed imagery and other methods. Riparian cover is important for providing refugia 
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(Novotny et al. 2005), and Bunn et al, (1999) found that riparian connectivity and cover 

in Australian watersheds was a strong predictor of two stream ecological processes, 

benthic gross primary production and food web dynamics. Further, riparian cover 

influences water chemistry, controls stream temperature, and provides organic matter 

input (Pusey & Arthington 2003), and thus, the riparian structure can have a significant 

impact on biotic integrity (Rogers et al. 2002; Davis et al. 2003). Urbanization has been 

shown to reduce and fragment riparian vegetative cover (Sovern & Washington 1997; 

Davis et al. 2003), and urbanization and reduced riparian conditions often covary (Morley 

&Karr 2002; Walsh et al. 2005). 

1.3.4 Ecological modeling concepts 

1.3.4.1 Spatial propagation of influences in ecology 

The analysis of how urbanization or land use influences neighboring systems 

implicitly assumes the physical transport of matter and processes across space. This is 

theoretically grounded in the discipline of ecosystem ecology, where systems are seen as 

open to flows of both energy and matter (Odum 1953), and the awareness that ecosystem 

dynamics are influenced by factors external to a system is now a predominant concept in 

ecology (Polis et al. 1997). While ecosystem ecology and biogeochemistry have tended to 

focus on vertical fluxes, recent attention has been given to lateral interactions in systems 

with ecological influences propagating via spatially mediated pathways (Reiners & 

Driese 2004). Polis et al. (1997) provide a useful review of studies and concepts of spatial 

transfer of biotic and abiotic factors in their paper on landscape influences on trophic 

dynamics, and Burke (2000) discusses approaches to assessing landscape influences on 

biogeochemistry. 
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Influence pathways can be modeled to represent the distance that matter and 

processes travel. Employing Euclidian straight-line distance assumes that space alone is 

the primary agent in impact modulation. However, failing to account for transport 

complexities, the over-simplicity of this approach may lead to spurious results (Wiley et 

al. 1997). The discipline of landscape ecology has probably applied the most advanced 

spatial treatments of flows and connectivity, reflecting an intrinsic concern with 

movement across landscapes (Reiners & Driese 2004). While studies of landscape 

ecology often focus on biotic movement, the role of intervening landscape heterogeneity 

in spatial transport is a concept with broader application. When distances are treated 

explicitly in landscape ecology, they are most often represented as percolation or 

diffusion processes across a heterogeneous habitat matrix. A common landscape ecology 

approach is the representation of effective connectivity (also called "functional distance"), 

which acknowledges that ecological processes respond to the physical components of the 

landscape (Berry 1993; Bennett 1999). For example, the distance between urbanization 

and a target indicator may be effectively shortened by steep channel slopes, erodable soils, 

and direct stream connectivity, while riparian zones and intervening vegetation serve as 

natural filters, thereby dampening propagation and increasing the effective distance 

(Naiman & Decamps 1990; Johnson & Gage 1997; Snyder et al. 2003). Theobald (2006) 

reviews methods for assessing effective distance and lists numerous recent examples of 

the application of effective distance in ecological studies. A frequently employed 

methodology draws on least-cost path analysis, which assigns a cost value to every cell in 

the landscape based on hypothesized levels of impedance arising from the underlying 

landscape structure, and then calculates the spatial path that accumulates the lowest cost 
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of travel, by traversing cells with the lowest assigned travel cost, when moving between 

two points (Theobald 2006). 

1.3.4.2 Conceptual models incorporating ecological knowledge 

Assessing the relationship between anthropogenic threats and measures of 

ecological condition is best conducted conceptual mechanistic model of the studied 

system in order to provide insight into cause-effect relationships (Barber 1994; NRC 

1995; Noon et al. 1999; Busch & Trexler 2003). Yet, many previous studies fail to apply 

a priori, conceptual models, hindering our understanding of ecological processes 

(Schindler 1995; Johnson & Gage 1997; Pickett 2000; Noon 2003; Benda et al. 2004). 

Conceptual models provide a structured expression of the a priori hypotheses about 

system function, allowing formal testing about how components and processes are related 

even when knowledge of the system is sparse (Manley et al. 2004). These a priori 

hypotheses are necessary in order to use correlative study findings for targeted decision 

making and successful monitoring and planning (Lehman 1986; Noon 2003), Further, 

conceptual models built from foundations of ecological theory provide a tractable-means 

of investigating concepts that cannot be approached experimentally (Jackson et al. 2000; 

Noon 2003). These models are well seated in the emergent field of biocomplexity, 

focusing not on decomposing a complex problem within controlled experiments, but on 

the creation of new, interdisciplinary, integrative frameworks for assessment of complex 

questions (Michener et al. 2001). 

Lorenz et al. (1997) provide a useful list of conceptual frameworks in aquatic 

ecology and suggests potential indicators that are linked to each concept. An example is 

the River Continuum Concept (RCC) (Vannote et al. 1980), which posits a linear system 
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of changes to biotic communities from headwaters to confluence. While one of the most 

important and ubiquitous conceptual models for river ecologists, the RCC fails to 

consider the broader landscape's influence on aquatic systems (Fausch et al. 2002). More 

recent frameworks focus on the hierarchical nature of aquatic system processes and 

heterogeneity (e.g., Benda et al. 2004). 

1.3.4.3 Hierarchies in ecological systems 

One concept of hierarchy in ecological systems is that of cascading processes, 

with general, coarse-scale processes filtering down to affect specific, local biota and 

processes. Numerous researchers have explored the hierarchical spatial nature of aquatic 

systems from large basins to microhabitats (e.g., Frissell et al. 1986; Poff 1997; 

Montgomery 1999; Fausch et al. 2002). Frissell et al. (1986) posited one of the classic 

hierarchical views of aquatic systems, with microhabitat nested within reaches nested 

within segments, which are in turn nested in the catchment. Environmental filters 

determine the biota and processes found at each scale. Frissell et al.'s (1986) model 

focuses on the riverine system, yet it has been long recognized that streams are strongly 

influenced by the characteristics of the surrounding watershed (Hynes 1975). In response, 

Poff (1997) expanded the idea of filter scales to include the interactions between both the 

terrestrial and aquatic systems. Watershed scale filters such as terrestrial geology affect 

general species and assemblage traits, while finer-scale local filters define unique 

individual species traits such as body morphology. This concept has been supported 

quantitatively, with Richards et al. (1996) finding surficial geology serving as important 

an influence on macroinvertebrate habitat arid assemblages as land-use patterns at finer 

scales, and at coarser scales, geology-structure variables had an even greater influence. 
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Other ecologists agree that factors operating at coarser-scales may be important in 

controlling local-scale effects and must be accounted for to avoid spurious results, 

especially when considering processes across an entire watershed (Norris & Thorns 1999). 

Novotny et al. (2005) emphasize the need for an a priori outline of the hierarchical 

linkages between initial anthropogenic stressors that ultimately impact biotic assessment 

endpoints. The initial stresses are transmitted spatially across the landscape, following 

various pathways where they are transformed into proximal stressors to the biota 

(Novotny et al. 2005). Burcher et al. (2007) present a specific, tested version of this 

conceptual model, identifying a land-cover cascade that illustrates how abiotic 

mechanisms mediate upstream land-cover disturbance. 

The second, obviously related, type of hierarchy is hierarchy of spatial scale. 

Foundational to the fields of ecology and landscape ecology, spatial hierarchies are 

perhaps the single most important concept in ecology (Levin 1992). Hierarchically scaled 

process models illustrate the concept that processes show heterogeneity and exert varying 

influence on a range of spatial and organizational scales (Allen & Starr 1982; Wiehs 

1989; Levin 1992). In aquatic systems, for example, the moderately fine scale of the 

riparian buffer is thought to play an important role disproportionate to its total land area, 

and therefore the riparian buffer's regulation of aquatic systems has been studied 

intensively (e.g., Osborne & Kovacic 1993; Vought et al. 1995). Many studies have 

sought to understand which spatial scale, as represented by extent of accumulated 

upstream and upslope flow, is more important to aquatic resource condition, comparing 

how land.use in the riparian zone versus the entire catchment influences indicators of 

aquatic condition. Results are ambiguous as some studies have found that the finer 
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riparian buffer scale had the greatest impact (e.g., Dillaha et al. 1989; Carpenter et al. 

1998; Lammert & Allan 1999), while others demonstrate that the entire catchment had 

greater influence (e.g., Osborne & Wiley 1988; Roth et al. 1996; Allan et al. 1997; 

Snyder et al. 2003). Allan (2004) provides a more extensive review of these studies. 

However, most previous studies consider each scale separately, comparing 

predictive power for each individual scale. Fausch et al. (2002) contend that this failure is 

one of the greatest hindrances to furthered understanding of stream biology, proposing 

instead a continuous view of "riverscapes" that includes the full terrestrial and aquatic 

heterogeneity of the watershed across a spectrum of spatial scales. Based in landscape 

ecology's recognition that how pattern affects process is scale dependent, Fausch et al. 

(2002) call for a model framework that accounts for both the varying importance of 

processes across scales as well as the interaction amongst scales. Model designs that 

explicitly incorporate the multi-scale hierarchies of aquatic systems can overcome the 

limits on analysis imposed by a single spatial scale (Fausch et al. 2002). A nested . 

hierarchy of analysis permits scale to be explicitly assessed and modeled, allowing 

effects from general constraints to be measured at larger spatial extents and signals from 

mechanistic processes to be identified at smaller extents (Allen & Starr 1982). 

Spatial scale relates directly to indicator selection, as different indicators of 

ecological integrity will respond differently to land use changes in the catchment, 

depending on the spatial extent at which they are measured (Johnson et al. 1997; Strayer 

et al. 2003). Therefore, considering indicator response across a range of scales increases 

analysis accuracy (Boulton 1999; Norris & Thorns 1999). Additionally, a greater range of 

spatial extents furthers understanding of thresholds at which specific indicators no longer 
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respond to the signal of land use change. Allan (2004) identifies non-linearities in aquatic 

system response to urbanization as one of the primary challenges for future research. 

Finally, because humans disturb landscapes at multiple scales, optimally indicators 

measuring this disturbance should also be assessed at multiple scales (Wiens et al. 2002). 
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CHAPTER 2. VULNERABILITY OF U.S. PROTECTED AREAS TO LOCAL 

AND ADJACENT THREATS2 

Abstract 

Protected areas are vulnerable to threats from human activities, and these threats 

limit conservation options. Ensuring effective conservation and leveraging future 

conservation actions requires assessing a location's vulnerability to threats. Previous 

protected area assessments have focused on vulnerability to in-situ threats despite a long­

standing consensus on the importance of adjacent, contextual threats. We present a 

method to extend previous approaches by integrating both in-situ and contextual threats 

into vulnerability assessments. We assess the spatial patterns of human activities that may 

threaten biodiversity and natural process and quantify an integrated vulnerability score. 

Using a novel, yet simple, conceptual model of the relationship between in-situ threats, 

contextual threats, and the potential conservation value of an area, we translate our 

vulnerability assessment into a spatially explicit evaluation of lands in the conterminous 

U.S. that have the capacity, or offer opportunities, for ecological conservation. We find 

the least vulnerable areas tend to overlay existing protected areas, but we map numerous 

locations where existing protected areas are vulnerable or where currently unprotected 

lands provide opportunities for future conservation. We identify regional patterns where 

2 This chapter is a manuscript, co-authored with David M. Theobald and Melinda J. Laituri, in review at 
Landscape and Urban Planning. 
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western core conservation areas are larger and better buffered from surrounding threats, 

but that conservation planning in the South and Northeast must rely on creating networks 

of stepping-stone conservation islands. 

2.1 Introduction 

Protected areas, lands with formal, permanent protection from conversion of 

natural land cover and managed in whole or in part for conservation purposes (Jennings 

2000), provide valuable ecosystem services and habitat (UNEP Millennium Ecosystem 

Assessment 2003; 2003) and serve as critical leverage points for future conservation 

actions (Margules & Pressey 2000). However, protected areas are vulnerable to threats 

from human activities, and these threats limit future conservation options (USGAO 1994; 

Cole & Landres 1996; McDonald et al. 2008). Here, we define threats as human activities 

that have caused or may cause the destruction or impairment of the ecological resources 

or processes a conservation project is trying to conserve (after Salafsky et al. 2008). 

Recently, a consortium of non-governmental organizations, the International Union for 

Conservation of Nature's Conservation Measures Partnership (IUCN-CMP; 2006), 

developed a comprehensive list of threats to protected areas, with most being human 

caused (Table 2.1). 

Assessing an area's vulnerability to these threats is recognized as one critical 

component in both assessing protected area effectiveness (Ervin 2003; Hockings 2003; 

Parrish et al. 2003) and in conservation prioritization frameworks (e.g., Abbitt et al. 2000; 

Wilson et al. 2006; Murdoch et al. 2007). Yet, most techniques focus solely on 

vulnerability to in-situ threats despite a long-standing consensus that adjacent, contextual 

threats should also be accounted for (Newmark 1985; Margules & Pressey 2000; Reyers 
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2004; Wilson et al. 2005). For example, a small "island" protected area embedded within 

a highly urbanized landscape would be considerably less effective in maintaining 

ecosystem dynamics than a large protected area situated in a similar context. There has 

been a recent emphasis on how to better incorporate surrounding land use into 

conservation planning frameworks (Theobald et al. 2000; Cowling & Pressey 2003; 

Pierce et al. 2005; Pejchar et al. 2007), including by the IUCN, where controversy has 

arisen over whether to expand IUCN categories to better incorporate working landscapes 

near protected areas (Locke & Dearden 2005). 

In this paper, we present a method to 1) assess the spatial patterns of human 

activities that may threaten biodiversity and natural processes and 2) quantify an 

integrated vulnerability score that accounts for vulnerability to both in-situ and adjacent 

threats. Our methods provide a means to expand recent in-situ only threat mapping efforts 

(e.g., Aplet et al. 2000; Sanderson et al. 2002; Woolmer et al. 2008) into more 

comprehensive vulnerability assessments for incorporation into conservation planning 

and prioritization efforts. Using a novel, yet simple conceptual model of the relationship 

between in-situ threats, adjacent threats, and the potential conservation value of an area, 

we translate our vulnerability assessment into a vulnerability matrix that suggests both 

strategies for managing existing protected areas and future conservation actions. We 

illustrate the method by providing a national-extent, spatially explicit comparison of 

lands in the United States (U.S.) that have the capacity to, or offer opportunities for, 

protecting natural resources versus those that, comparatively, may not perform as 

effectively because of their vulnerabilities. We summarize our findings nationally as well 

as by the area within 10 km of all terrestrial national parks in the conterminous U.S. 
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2.2 Methods 

Our methods consisted of five steps to create an integrated assessment of 

vulnerability to both in-situ and adjacent threats. 

Step 1. Identify threats to natural resources and conservation goals. For this 

demonstration, we chose four factors to serve as proxies for a multitude of threats: 

development (D), land cover (C), accessibility (A), and resource extraction (E). We 

defined development intensity based on housing densities. We categorized land cover by 

developed areas, agricultural uses, and remaining undeveloped lands. Accessibility was a 

proxy metric for impacts from roads and human disturbance including recreation and 

tourism. Resource extraction accounted for oil and gas wells and non-energy related 

mines. 

We concentrated on these factors for three primary reasons. First, the factors serve 

as surrogates for many of the CMP identified threats, such as impacts from development, 

agriculture, oil and gas wells, roads, human caused disturbances to wildlife and other 

resources, wildfire suppression, introduction of invasive species, and pollution (Table 

2.1). Second, residential development, roads and related accessibility, and land use 

change are among the primary threats to biodiversity and conservation (Czech et al. 2000; 

McKinney 2002; McKee et al. 2004), and land managers have identified those threats, 

along with mining, as the most threatening to federal protected area resources (USGAO 

1994). Third, spatial data for these factors are easy to obtain, making them useful, 

accessible, and quantifiable proxies. We recognize that these factors do not provide a 

complete assessment of vulnerability; threats from climate change, water resource 
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development, and alternative energy development are among the noted exceptions in our 

approach. 

Step 2. Quantify vulnerability to threats by assigning values that reflect the 

probability that a threat will negatively impact conservation values as well as the 

magnitude of that impact (Wilson et al. 2005). This approach follows other efforts to map 

the intensity of human influence across space (e.g., Aplet et al. 2000; Sanderson et al. 

2002; Watts et al. 2007). Optimally, threat values are assigned based on empirical 

relationships (e.g., Leu et al. 2008), but for general assessments, species or system-

specific derived functions are not applicable, and more often threat values are assigned 

based on subjectively estimated relationships (e.g., Lesslie & Malsen 1995; Aplet et al. 

2000; Sanderson et al. 2002; Woolmer et al. 2008; generally, threat values are referred to 

as "scores", but we reserve that word for the combination of the four threat factor values). 

To assign threat values, we used our best judgment, guided by quantitative relationships 

based on published studies where available. We assigned values to each of the four threat 

factors ranging from 0 to 100, assigning the highest value of 100 to lands with the 

greatest capacity for conservation (least vulnerable to identified threats; Table 2.2). We 

assigned values to each 1- ha square of land within a grid representing the conterminous 

U.S. using a Geographic Information System (GIS) as detailed below. All analyses were 

conducted using Albers Equal Area Conic, North American Datum (NAD) 1983 

projection in ArcGIS v.9.2 (ESRI, Redlands, CA). 

Development (D). We used housing density as an indicator of the intensity of land 

use modification resulting from urbanization (defined here as intensification of housing 

density, regardless of the density per se; e.g., lands transitioning from open to rural would 
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be undergoing urbanization). We used housing density rather than population density 

because population data may underestimate landscape effects of vacation and second 

homes that are not reflected in population data. Housing densities were calculated from 

U.S. Census Bureau 2000 block level datasets (USCB 2000a). Block level housing units 

were spatially allocated to developable lands based on land cover, groundwater well 

density, and road accessibility (after Theobald 2005). 

The relationship between population density and threats to ecosystems is complex 

and uncertain (Luck 2007), but empirical studies of impacts to species across an urban 

gradient suggest a logistic decline with increased housing density (assuming that impacts 

asymptote at high levels of development intensity; McKinney 2002; Hansen et al. 2005). 

We rescaled normalized species richness and occurrence data across housing density 

categories from several studies for bees, birds, lizards, butterflies, plants, and carnivores 

(see studies summarized in Hansen et al. 2005; Rahda & Yunger 2006) and used the data 

to parameterize a logistic function to weight vulnerability to threats from housing density 

f 50 ~] 
f D=\00- zr-r , where d was the continuous housing density in (units/ha) * 
L. U+ioo*e-°3VJ 6 

1000] so that median housing density values for five housing density categories matched 

the average empirical result for that density category (Table 2.2, Appendix A). Because 

the logistic function only asymptotically approached minimum and maximum values, we 

forced lands with zero housing density to a value of 100 and lands with urban housing 

densities to a value of 0. Although our approach did not account for the fact that some 

species benefit from intermediate housing densities (McKinney 2002), it also likely 

underestimates threats to many other species and processes (Hansen et al. 2005). 
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Land Cover (C). To assign land cover threat factor values, we grouped 2001 

National Land Cover Dataset (NLCD, Vogelmann et al. 2001) data into three categories -

"natural", "agriculture", and "urban/built up" - and assigned higher values to more 

natural land cover types (Table 2.2). We assigned threat values to the original 30-m 

resolution NLCD data and then aggregated to a 1 -ha resolution (based on the mean factor 

value). Although the literature provides little guidance on how to quantify general threats 

from various types of land cover, it is generally assumed higher intensity urban 

development is a greater threat to ecological processes than agricultural activities 

(Marzluff & Ewing 2001). 

Accessibility (A), To account for threats from roads and their use as well as for 

other difficult to measure human uses (e.g., recreation), we created a metric that 

measured accessibility. We calculated travel time (minutes) from urban areas (USCB 

2000a), based on anticipated travel speeds for specific road types (ESRI 2005), with off-

road walking times calculated based on slope according to Tobler's (1993) equation 

(Table 2.3). Because private lands are generally not accessible to the public, we added an 

additional 10% slope to all private lands before calculating travel times. We weighted 

travel times based on the nearest urban area's population, and we again applied a logistic 

function to reflect our assumptions about vulnerability to threats from human presence 

J 90 ^ 
( v1+z--> e / 5 where t was the calculated weighted time from urban area). Again, 

because of the asymptotic nature of the logistic function, we forced travel times of 0 to a 

value of 0, and travel times over 5 hours to have a threat factor value of 100. Although 

more research is needed to empirically validate our estimates, estimating accessibility is a 

stronger surrogate for threats from roads and associated accessibility because it 
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differentiates the size of cities and roads and captures the topographic variability around 

roads as compared to simply measuring straight-line distance from roads (e.g., Sanderson 

et al. 2002; Riitters & Wickham 2003; Watts et al. 2007). 

Extraction (E). Extraction of natural resources, such as oil and gas, tends to occur 

primarily near wildlands (Weller et al. 2002) and has substantial impacts, particularly on 

landscape connectivity (e.g., Berger 2004). Spatial data for extractive activities are sparse, 

and we were unable to locate comprehensive datasets for some energy related extraction 

(e.g., coal mines and uranium) or for timbering. However, because of the importance, we 

included the 1 -ha footprints associated with oil and gas wells at densities greater than 5 

wells per ha and for non-energy surface mines (data obtained from USGS 1995; 2003, 

respectively). Although most mines are larger than 1-ha in size, the data to reflect true 

mining footprints were unavailable. 

Step 3. Calculate local threat vulnerability score by combining in-situ threat 

factor values. To calculate the local threat vulnerability score, we took the geometric 

mean of the four threat factors (ViJC^/s ^ calculating a local score for every cell in the 

U.S. We used the geometric, as opposed to the arithmetic, mean because it better 

represents situations where a low value for one factor (significant vulnerability) cannot be 

compensated by higher values for other factors. The geometric mean also minimizes 

impacts from correlation between the four threat factors. 

Step 4. Calculate context threat vulnerability score to assess how the spatial 

configuration of adjacent human activities influence neighboring areas. To compute the 

context threat vulnerability score, we passed a 5-km radius moving window over the local 

threat vulnerability score grid, calculating the arithmetic mean and the standard deviation 

30 



of the surrounding cell scores. We then subtracted the standard deviation from the mean 

to avoid undue influence from "outlier" scores and inconclusive results obtained from 

averaging both high and low vulnerability scores within the neighborhood. The 5-km 

neighborhood assesses the context over 7,850 ha, capturing broader scale landscape 

processes that can affect a given location, and may be an appropriate distance for 

contextual influences to internal dynamics (Janzen 1983). While some other studies have 

used buffers of one or two threats (e.g., roads) to indirectly consider adjacent threats (e.g., 

Aplet et al. 2000; Sanderson et al. 2002), a moving window analysis provides results for 

every cell in the analysis area and includes the context situation for all threats. We also 

ran the analysis using a 1-km neighborhood (314 ha] to assess sensitivity to the 

neighborhood used, but results were similar when viewed at the national scale and are 

therefore not included. 

Step 5. Create an integrated vulnerability assessment by blending local and 

context threat vulnerability scores. We contend that consideration of both local and 

contextual threats results in a more comprehensive vulnerability assessment and provides 

a natural framework for assisting in conservation management decisions and conservation 

action prioritization. Our framework, can be viewed as a two-dimensional matrix, where 

local vulnerability is on one axis (Y) of a matrix and context vulnerability is on the other 

axis (X; Fig. la). Comparing local and context threat vulnerability scores within the 

matrix suggests in-situ management strategies or future conservation actions to increase 

the capacity for natural resource conservation. We show four primary vulnerability 

categories in the matrix for simplicity, although results can be considered continuously 

across a two-dimensional space. 
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As categorized here, protected areas with both low local and context vulnerability, 

such as wilderness areas, would be considered "conservation cores" and would best be 

managed to maintain current levels of resource conservation. "Conservation islands" with 

low local but high context vulnerability could be continually managed as stepping-stone 

conservation refuges. Conservation actions (defined as interventions undertaken to 

achieve ultimate conservation goals per Salafsky et al. 2008) that reduced context threats 

could be considered to move the area into the conservation core category. "Modified 

islands" with high local vulnerability but low context vulnerability, such as a large 

protected area entrance parking lot, could be managed to contain local threats (e.g., 

parking lot designed to minimize runoff), or future conservation actions could restore the 

area to conservation core. The "modified cores" with both high local and context 

vulnerability could be managed to maximize conservation at finer scales (e.g., developed 

areas designed to provide fine-scale native plant and animal habitat) and minimize threats 

to neighboring areas at coarser scales (e.g., designed to minimize light or air pollution). 

In all instances, knowledge of threat vulnerability would assist in targeting management 

actions to minimize management costs and to set more realistic conservation goals and 

objectives (Pressey et al. 2007). 

Adding a third dimension to the matrix that considers formal conservation 

protection (Z axis) suggests when protected areas might be considered for withdrawal 

from a conservation system if adjacent threats could not be overcome to achieve local 

conservation goals. The third axis also "suggests currently unprotected lands that should 

be prioritized for formalized protected. Perhaps a protected area modified core could be 

exchanged for a conservation core area that was not yet formally protected. 
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For the national summary of the vulnerability matrix, we conducted a comparative 

assessment, using quantiles as thresholds to assign grid cells to vulnerability categories 

because it is difficult to map and summarize continuous results. We calculated the ten 

quantiles (deciles) for the entire local vulnerability score grid and the entire context 

vulnerability grid, and used combinations of extreme scores to place lands into the four 

primary vulnerability categories shown in matrix (Fig. lb). For example, 1-ha cells in the 

U.S. grid that had local vulnerability scores in the lowest 20% and context vulnerability 

scores in the lowest 10% of all scores compared to the entire U.S. were considered 

modified cores. We also added a fifth "buffer" category for lands not at the extremes in 

the vulnerability matrix (Fig. 2.1a), but that could be important for providing a spatial 

buffer between modified and conservation areas. 

To represent the Z axis in the vulnerability matrix, we further divided the five 

vulnerability categories based on whether they were protected area or non-protected area 

(henceforth, unprotected) lands. We defined protected areas with formalized conservation 

protection as lands listed as GAP (U.S. Geological Survey's Gap Analysis Program) 

stewardship level 1 -3 . GAP stewardship level 1 and 2 lands are assumed to be 

perpetually protected from development and managed primarily for conservation 

purposes. GAP stewardship 3 lands are permanently protected but may be subjected to 

extractive uses. GAP stewardship level 4 lands (private, unprotected) have no formalized 

conservation protection (Jennings 2000). We refer to those lands as "unprotected" here, 

although we note that many of these lands are well stewarded, and may have higher 

capacity for conservation than some lands we define as "protected" area. 
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We obtained GAP stewardship level data from the Protected Area Database 

(PAD; CBI 2006). PAD tiles together spatial data from state or regional GAP projects. 

We updated PAD with more recent and detailed data in some instances. California lands 

were updated using data from the California Resource Agency's Legacy Project (2004). 

New England lands were updated using data from The Nature Conservancy (2006). We 

updated South Dakota using the South Dakota Gap Analysis Program (2002). Colorado 

lands were updated with data from CoMAP (Theobald et al. 2007). CoMAP does not 

include stewardship level information, therefore, for Federal or State owned lands, we 

selected parcels owned or managed by agencies with conservation or open-space 

preservation mandates and assigned these lands a stewardship level of 3. We then 

assigned either the PAD data stewardship level or level 3, whichever was the minimum 

(higher protection). All of these data sources included at least partial information on 

privately owned lands held in conservation easements and other perpetual protective 

covenants, and we assigned these lands a stewardship level of 3. After these updates to 

the original PAD vector data, we created a grid of 1 -ha resolution. We converted any area 

of GAP stewardship level 1, 2, or 3 that was smaller than 10 ha to stewardship level 4 to 

remove noise from our analysis. To remove water bodies from the PAD, we assumed 

water bodies shared the stewardship level of their neighboring lands, expanding the 

adjacent lands until all water bodies were filled with some proportion of stewardship 

levels 1-4 based on the portion of shoreline in each level. 

2.3 Results 

Our choice and quantification of threat factors (Fig. 2.2 D, C, A) resulted in a 

local vulnerability score that illustrated vulnerability to threats throughout the majority of 
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the U.S., with a swath of relatively low vulnerability lands in Nevada and along the 

Rocky Mountain West (Fig. 2.2b). Mapping vulnerability categories from the 

vulnerability matrix (Fig. 2.3a), modified cores (8% of U.S.) were primarily collocated 

with urban areas, as would be expected, and the vast majority were on unprotected lands 

(Fig. 2.4). Modified islands ( -1% of U.S.) were almost equally distributed between 

protected and unprotected lands, primarily representing roads and some mines and oil and 

gas wells because our methods did not include other more localized threats, such as 

campgrounds and parking lots. The effects of roads could be seen in the vulnerability 

category detail around Rocky Mountain National Park, CO (ROMO; Fig. 2.3b). In areas 

of low vulnerability, such as the area to the far west of ROMO, roads were identified as 

modified islands, separating blocks of conservation lands, but leaving large enough tracts 

that they remained conservation core. Within the boundaries of ROMO, the roads through 

the park and the areas surrounding them were categorized as undetermined because the 

context vulnerability within ROMO was relatively low (as a result of the vulnerability to 

threats emanating from the Front Range, visible as modified core along the eastern map 

border). Thus, within ROMO, roads both hindered conservation core and resulted in 

fragmented, smaller blocks of conservation island. 

Conservation core made up 15% of the U.S. Most conservation core was in the 

West, where the majority of protected area lie, and about twice as much conservation 

core was found on protected land compared to unprotected land. However, of all 

protected lands, only about 40% was definitively categorized as conservation core, with 

the remaining being relatively vulnerable to either internal or contextual threats. We 

identified numerous opportunities for future conservation actions on unprotected lands, 
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however, with 20% of all unprotected lands being identified as conservation core, such as 

along the eastern Rocky Mountain front (Fig. 2.3a). Of the 14% of total area in the U.S. 

we identified as conservation island, the vast majority was on unprotected lands. 

Because we relied on extreme scores when combining local and context threat 

vulnerability (based on deciles, see Fig. 2.1b), we did not determine integrated 

vulnerability scores for approximately 50% of the U.S. Most of the lands that with 

undetermined vulnerability categories were unprotected. Decile thresholds could be 

varied to increase the amount of area assigned to a vulnerability category, but we believe 

that assigning categories to moderately scored lands should be done at finer scales, using 

more detailed and locally appropriate data. Thus, we list lands that are not obviously 

within a category as "undetermined" (Fig. 2.3 and 2.4). 

Summarizing results by national park arranged by census region (Fig. 2.5) 

illustrated that the area within 10 km of parks in the West and Midwest had greater 

amounts of conservation core (61% and 59%>, respectively) compared to the South (35%). 

The southern parks had more conservation island (11 %) than did the western and 

Midwestern parks (4% and 3% respectively). There was only one national park in the 

Northeast, which had no conservation core and 22% conservation island. Parks in the 

West were also much more likely to include buffer lands and much less likely to contain 

modified areas. 

2.4 Discussion and conclusions 

Although we relied on only four threat factors, the broad patterns of our local 

vulnerability results were similar to "human footprint" assessments across a range of 

scales that rely on a greater number of inputs (see Sanderson et al. 2002; Leu et al. 2008; 
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Woolmer et al. 2008). However, by incorporating contextual threats, our results expand 

on previous efforts and provide greater insight for conservation planning. By comparing 

local and context vulnerabilities, our approach allows for the assessment of the 

effectiveness of existing and potential future conservation areas, two key steps in 

systematic conservation planning (Margules & Pressey 2000; Pressey & Bottrill 2008). 

We also quantify "accessibility" to better approximate threats from the transportation 

system, providing a richer assessment beyond relying on simple buffers. 

What we categorize as conservation or modified is relative to the existing 

situation across the entire U.S. This approach is common in conservation land 

identification or prioritization methods (e.g., Sanderson et al. 2002; Ricketts & Imhoff 

2003). Previous studies have assumed that the pattern of human influence, or 

vulnerability as mapped here, is the inverse of the pattern of natural processes (Sanderson 

et al. 2002). If so, it would follow that conservation core and island areas would be 

expected to have the greatest capacity for maintaining ecological processes and 

biodiversity. 

As applied, our framework indicated that despite much of the U.S. being 

internally or contextually vulnerable to human related threats, many areas with relatively 

low vulnerability remain. Of the protected areas for which we determined vulnerability 

categories, only 3% was modified core or island (compared to 27% for unprotected lands). 

The remainder of categorized protected area was either conservation core (54%), 

conservation island (12%), or buffer (32%), demonstrating that the majority of protected 

areas are greater than 5 km away from areas of high human influence (although, this does 

not speak to whether PA are ideally located for biodiversity conservation) (see Scott et al. 
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2001 and discussion below). However, our quantification methods tended to select 

conservation core because it overlaid a protected area (e.g., low housing density, 

predominantly natural land cover, and relatively distant from urban areas). Thus, 

comparative results within parks (Fig. 2.5) better suggest conservation implications. 

We found that western parks provide better opportunities for abating threats via 

conservation core buffered by surrounding lands, although Crater Lake, Great Sand 

Dunes, Joshua Tree, Mount Ranier, Rocky Mountain, and Saguaro present examples of 

potentially vulnerable national parks. In the South and Northeast, conservation planning 

may need to rely more on creating networks of stepping-stone conservation islands on 

private lands. Formalized protection of the currently unprotected lands classified as 

conservation core (16% of the categorized unprotected area) should be considered, but 

establishing new legally mandated protected areas will be difficult as a result of U.S. 

ownership patterns and competition for natural resources (Shafer 1994, Margules and 

Pressey 2000). This highlights the need to engage private landowners in resource 

conservation (Theobald & Hobbs 2002; Maestas et al. 2003; Higgins et al. 2007). Beyond 

conservation partnerships with private landowners, public education of those living in 

communities that are near conservation areas may create an ecologically informed public, 

improving conservation in both protected and unprotected ecosystems (McKinney 2002). 

It is important to acknowledge that our framework does not measure impact from 

threats directly, only potential vulnerability to threats. Our results may also be sensitive 

to errors in data, quantification of threat factors, or choice of deciles as thresholds' 

(although the use of decile extremes tends to mitigate sensitivity to these choices), and, as 

with all broad-scale analyses, care should be used in interpreting the results. Most 
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importantly, our national assessment as applied here is primarily an assessment of 

wilderness qualities, and low vulnerability to human influence is only one part of 

biodiversity protection (Sarkar 1999). For prioritization of conservation actions for 

biodiversity protection, our vulnerability results would need to be combined with spatial 

data on biodiversity and conservation management effectiveness (Hockings 2003). 

While our national example illustrates a coarse-scale application and provides an 

initial assessment of focal areas for finer-scale analyses, the vulnerability framework 

presented here can be applied locally to more accurately suggest conservation actions. An 

analysis applied at finer-scales (extent and grain), improved by the use of richer, more 

detailed data, would allow land managers and, conservation planners to calibrate and 

apply the framework as necessary to achieve local conservation goals. For example, 

planners could include more proxy factors for locally important threats. Locally, both 

knowledge of and data for threats more directly linked to biological and process targets 

are likely available and should be used, and threat values should be assigned based on 

this knowledge. Detailed land use and land cover data could provide a very fine-scale 

assessment of conservation islands so that even within an intensely modified urban area, 

green park networks could be identified. Note that our method outputs continuous values 

for both local and context threat vulnerability scores. We combine and categorize them 

here using deciles for simplicity and ease of discussion, but at finer-scales, results could 

be represented continuously using three-dimensional graphic tools or vulnerability 

categories could be definitively calibrated using biologically determined thresholds. 

Further, vulnerability is often quantified based on predicted potential loss of habitat over 

time (e.g., Abbitt et al. 2000; Davis et al. 2006; Murdoch et al. 2007), and at local extents, 
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land managers could incorporate forecasted changes in threat status to provide an 

important temporal aspect to vulnerability assessment (Wilson et al. 2005). However, we 

contend that our contextual vulnerability score is a sufficient proxy for temporal change 

in residential development, given that urban growth models inevitably rely on 

surrounding development intensity to predict future growth (Theobald & Hobbs 1998). 

At any scale, we argue that our integrative vulnerability assessment can be used to extend 

and improve other approaches for either stand alone vulnerability assessment for 

identifying locations for appropriate management strategies depending on exposure to 

threats (Pressey et al. 2007) or for incorporation into other conservation planning and 

prioritization schemes (e.g., Ervin 2003; Parrish et al. 2003; Davis et al. 2006; Murdoch 

et al. 2007; Wilson et al. 2007). 
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Tables 

Table 2.1. Threats to protected areas as identified by the Conservation Measures 
Partnership (IUCN-CMP 2006), and the factors used in this study as proxy measures for 
the threats: development (D), land cover (C), accessibility (A), and resource extraction 
IE], 

CMP Level 1 Threat Classification 
(Level 2 detail examples) 

1. Residential & commercial development 
(housing & urban areas, commercial areas) 
2. Agriculture & aquaculture 
(non-timber crops, livestock ranching) 
3. Energy production & mining 
(oil and gas drilling, mining and quarrying) 
4. Transportation & service corridors 
(roads & railroads, utility and service lines) 
5. Biological resource use 
(hunting & collecting terrestrial animals) 
6. Human intrusions & disturbance 
(recreational activities, work activities) 
7. Natural system modifications 
(fire suppression, ecosystem modifications) 
8. Invasive & other problematic species & genes 
(invasive non-native species, introduced genetic material) 
9. Pollution 
(urban, industrial, and agricultural effluents, air-borne 
pollutants) 
10. Geological events 
(volcanoes, avalanches) 
11. Climate change & severe weather 
(habitat shifts, droughts, flooding) 

Proxy threat factors 
(D,C,A,E) 

D, C 

C 

E 

C,A 

A 

A 

D, C 

A 

D, C, A, E 

Not considered 

Not considered 
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Table 2.3. Assumed average speeds of travel by road type used to calculate travel time 
from urban areas. Off-road travel speeds were adjusted by slope according to Tobler's 
(1993) equation. . 
Road type Average speed (km/hr) 
Interstate highway 112 
US Highway 88 
Secondary (state and county) 64 
Local 48 
Four wheel drive 17 
No roads (walking) _ 3 _ 5 x | slope + 0 .05 | 
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Figures 

(a) 
J^iSc 

< , ' 

Conservation Island 
Minimize local threats 
to provide refuge and 

stepping-stone 
conservation areas 

Reduce 
Contextual 
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Buffer 
conservation 
areas from 

"xternartFreals 

Conservation Core 
Continue to manage 

for maximum 
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minimizing local and 
cross-boundary 

threats 
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Decile © 

Local 
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modified core 

modified island 

buffer conserv. core 

conservation island 

conservation island 

conservation core 

modified island 

Fig. 2.1. Schematic of the vulnerability matrix for comparing local (Y axis) and context 
(X axis) threat vulnerability to assess integrated vulnerability (a). Our methods provide 
continuous values for local and context threat vulnerability scores, but we show four 
primary vulnerability categories here for simplicity and use categories in our results to 
assist in mapping and discussion. The vulnerability matrix suggests conservation actions 
(arrows) to shift lands within the matrix for improved conservation. Considering 
protection status (Z axis) suggests conservation actions to either withdraw existing 
protected areas from the conservation network, or formalize protection for currently 
unprotected areas, depending on local factors and goals, (b) We used the deciles from our 
calculated local and context threat vulnerability scores as thresholds to bin lands in the 
U.S. into the four vulnerability categories based on combinations of relatively extreme 
values. We also added a fifth category of "buffer" for lands that had moderate values but 
may be important in buffering conservation lands from adjacent threats. 
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(D) 
Development 

(A) 
Accessibility 

Factor weight / 
vulnerability score 

100: Low Vulnerability 

0: High Vulnerability 

WSt^Uf^ 

(b) Local vulnerability score 

3?j-V 
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%$**>* 
< » • & • • 

j«:?i 

j 
Scale factors: 1:65,000,000 
Scale local vulnerability: 1:29,000,000 
Fig. 2.2. Map of threat factors, and their assigned threat values: (D) development, (C) 
land cover, and (A) accessibility. The fourth threat factor, (E) extraction, was not visible 
at this scale and is not shown. Threat values ranged from a maximum of 100 (darker 
areas, lowest vulnerability) to a minimum of 0 (lighter areas, highest vulnerability), (b) 
The local vulnerability score was calculated as the geometric mean of the four threat 
factor values. 
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F/g. 2.4. Vulnerability category summary for the entire U.S. comparing protected vs. 
unprotected lands. 
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Fig. 2.5. Vulnerability category summary for percent of area within 10 km of a national 
park. For summary, the modified core and island categories have been combined, and the 
percent area for which we did not calculate a vulnerability category (undetermined) are 
shown in white. Parks are ordered alphabetically within the four U.S. Census regions: 
West; Midwest; South; Northeast (NE). 
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CHAPTER 3. RESIDENTIAL DEVELOPMENT ENCROACHMENT ON U.S. 

PROTECTED AREAS3 

Abstract 

Conservation of ecological processes and biodiversity may require the 

development of a conservation system consisting of protected "cores" surrounded by 

"buffer zones" that effectively expand and connect the cores. However, residential 

development near protected areas may threaten any de facto, and hinder the development 

of an official, conservation system in the United States. We identified potential 

conservation cores based on existing protected areas, and using a spatially explicit model 

of housing densities, we quantified how residential development has altered the structural 

context around cores nationally from 1970 through 2000, and forecast changes for years 

2000 through 2030. We found that residential housing development has likely occurred 

preferentially near some cores, and if encroachment near cores continues at projected 

rates, the amount of buffer zone will have been reduced by a total of 12% by 2030, with 

much of this change occurring directly at core edges. Furthermore, we found that 

development will have reduced the average connectedness (valence) of cores by 6% from 

1970 to 2030. Although patterns of encroachment roughly increased west to east, our 

results painted a more complex picture of the difficulties that would be faced if 

3 This chapter is a manuscript, co-authored with David M. Theobald, in press at Conservation Biology. 
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establishment of an official conservation system was ever attempted. At a minimum, 

prioritizing future conservation action must consider adjacent land uses, and a key 

conservation strategy will be to work cooperatively across land ownership boundaries, 

particularly for smaller protected areas, which will tend to dominate future conservation 

activities. 

3.1 Introduction 

An ideal conservation system may consist of protected conservation "cores" 

surrounded by "buffer zones" of relatively unaltered land-use types that protect the cores 

from external threats, effectively expanding and providing connections between them 

(MAB 1974; Noss & Harris 1986; Sarkar 2003). Despite a long-standing call for action 

(e.g., Shelford 1933), no such formalized conservation system yet exists in the United 

States. Although many existing protected areas in the United States were established for 

reasons other than biodiversity conservation, protected areas provide a foundation, for 

realizing this idealized conservation system. However, residential development near 

protected areas may threaten any de facto, and hinder the development of an official, 

conservation system. 

Expansion of residential development is a key driver of species endangerment 

(Wilcove et al. 1998) and is a primary threat to protected-area resources (GAO 1994; 

Wittemyer et al. 2008). Development at exurban densities (>1 unit/16 ha) is occurring 

particularly rapidly (Theobald 2001). Recent assessments of the threats to protected areas 

from residential development focus either on case studies with targeted geographic or 

ecological scope (e.g., Hansen & Rotella 2002; Parks & Harcourt 2002; Gude et al. 2007) 

or on more intensely developed lands (e.g., Scott et al. 2004; Leu et al. 2008; McDonald 
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et al. 2008). We are unaware of any national, spatially detailed examination of when and 

where residential development, including exurban densities, has encroached on protected 

areas and how that translates into structural changes to an idealized conservation system 

in the United States. 

Potential ecological consequences of residential encroachment and increased 

human proximity adjacent to protected areas include intensification of edge effects, direct 

reduction of the effective size of protected areas, and reduction in linkages between 

protected areas and resulting disruption of ecological flows (Hansen & DeFries 2007). As 

natural and agricultural lands are converted to residential uses, the likelihood of negative 

edge effects increases (Parks & Harcourt 2002) and the effective area for dynamic 

processes is reduced (Noss & Harris 1986). Most protected areas are too small to meet 

the minimum area required to support viable populations for many species (Newmark 

1985) or to allow natural disturbance dynamics (Noss 1983). Developed areas 

surrounding protected lands also reduce connectedness between protected areas, resulting 

in habitat fragmentation and a reduction in ecological flows of energy, genetic 

information, and biological matter, threatening species survival (Crooks & Sanjayan 

2006). Roads associated with development particularly affect connectedness between 

protected areas (Schonewald-Cox & Buechner 1992). Disruption of landscape 

connectedness may be particularly detrimental under climate change, reducing 

opportunities for movement to more suitable climactic conditions (Heller & Zavaleta 

2009). 

We conducted a national, spatially explicit, quantitative assessment of how 

residential development has altered the structural context for conservation areas in the 
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conterminous United States relative to an idealized core-in-buffer-zone conservation 

system as articulated by Noss and Harris (1986) and others. We illustrate the potential 

ecological consequences from residential encroachment by quantifying loss of buffer at 

core edge as a proxy for increased edge effects; loss of area in the buffer zone around 

cores as a proxy for reduction in the effective area for dynamic ecological processes; and 

changes in the connectedness between cores as a proxy for disruption of ecological flows. 

We examined changes from 1970 through 2000, forecast changes for years 2000 to 2030, 

and summarized our findings nationally and by state. 
(' 

3.2 Methods 

3.2.1 Core, potential buffer, and developed lands 

To represent the existing expression of an idealized conservation system, we 

classified within a geographic information system (GIS) all land in the conterminous 

United States into three categories: core, potential buffer, and developed (Table 3.1). We 

defined conservation cores as lands identified as either GAP (U.S. Geological Survey's 

Gap Analysis Program) stewardship level 1 or 2 that, when grouped, covered at least 

1000 ha. These lands are assumed to be protected in perpetuity from residential 

development and to be managed primarily for conservation purposes (Jennings 2000). 

We defined potential buffer as any GAP stewardship 1 and 2 lands too small to be 

considered a core; GAP stewardship level-3 lands (protected in perpetuity, but not 

necessarily managed for conservation; Jennings 2000); and privately owned lands 

developed at rural or lower housing densities (< 1 unit/ 16 ha; not protected in perpetuity 

and not necessarily managed for conservation). We considered land not categorized as 

core or buffer to be developed land. We defined developed lands as those with exurban or 
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higher housing densities (> 1 unit/ 16 ha) or those that were commercially developed or 

underlying major highways. 

Housing densities for 1970 and 2000 were estimated from Census 2000 block-

level data (USCB 2000a). We used the spatially explicit regional growth model 

(SERGoM) and county-level population projections to forecast population densities for 

the year 2030. (See Table 3.1 and Theobald [2005] for details on methods we used to 

calculate housing densities for the three study years). 

3.2.2 Development encroachment on cores 

Prior to assessing how residential development had altered an idealized 

conservation system, we determined whether our historical and projected data supported 

the findings of other studies (e.g., Frentz et al. 2004; McDonald et al. 2007) that 

encroachment occurs preferentially near protected areas. We considered lands where 

housing density intensified from 1970 through 2000. We considered density intensified if 

the housing density category increased along a scale of undeveloped, rural, exurban, 

suburban, and urban (Table 3.1). 

To better control for factors that could confound our findings, we considered only 

the proportion of land with intensification on developable lands (i.e., privately owned 

lands not already intensely developed and with gentle [<25%] slopes). We compared the 

proportion of developable area that intensified in development density within all core 

edge (defined here as within 10 km of a core boundary) with all areas outside core edge. 

Because development patterns are often driven by road access, we also stratified results 

by travel time to the nearest urban area. We approximated travel time (minutes) from 

small and large urban areas (population of 10,000-50,000 and > 50,000, respectively; 
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urban boundaries and population from Census 2000 (USCB 2000b) based on anticipated 

travel speeds for specific road types (StreetMap data set [ESRI 2005]). Assumed travel 

speeds (km/hr) by road type were as follows: interstate highway, 112; federal highway, 

88; secondary state and county road, 64; local road, 48; four wheel drive road, 17. Off-

road travel speeds were assumed to follow Tobler's (1993) equation of walking speeds 

adjusted by slope ^-y5,\sl°Pe+0-0^) x 0 combine distances from small and large urban areas, 

we weighted travel times based on the median population for each urban size category. 

3.2.3 Changes in buffer zones 

We defined buffer zones as any potential buffer area contiguous with a core 

(Table 3.1). We recognize that all potential buffer lands do not provide equal 

conservation value: Many of the lands included as buffer zones are undoubtedly 

overgrazed, weed infested, or otherwise do little to support biodiversity. However, our 

goal was to provide a national summary of structural changes in a conceptual 

conservation system, not to spatially identify lands with maximum capacity for 

biodiversity conservation. When charting changes in buffer area, we stratified all results 

by buffer land type (GAP stewardship 1, 2, or 3; undeveloped; and rural), including the 

additional category of crop lands to provide a coarse distinction in buffer-zone quality. 

As a proxy for protection from edge effects, we calculated and charted the 

proportion of buffer within core edge for each of the 3 study years (1970, 2000, 2030). 

We defined core edge as the area within 10 km of a core boundary. We chose a distance 

of 10 km because it includes direct and indirect effects of development on neighboring 

systems. To illustrate the magnitude of change, we also charted the total buffer area lost 

from within core edges between study years. 
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To estimate changes in the amount of area for dynamic processes occurring within 

cores, we charted total area of buffer zone for each study year, and normalized each 

year's total to the area in 1970. To assess the magnitude of impacts to buffer zones over 

time, we also charted the total amount of buffer zone lost to development between study 

years. 

To explicitly illustrate where future development may have the greatest effect on 

buffer zones, we used clusters of cores as a mapping unit because they show change over 

time and are relevant to an idealized conservation system. Noss and Harris (1986) refer to 

such a unit as a "network," but we avoided this term because of its specific ecological 

meaning in more recent studies. We defined clusters as contiguous areas of cores and 

buffer zones (Table 3.1). Two or more cores connected by uninterrupted buffer zone 

formed a cluster, although here, for mapping change in buffer area, we also allowed a 

single core and its surrounding buffer zone to be mapped as a cluster. Specifically, our 

mapping unit was the cluster as identified in the year 2000, and we mapped the percent 

reduction in buffer zone area from 2000 through 2030. 

3.2.4 Changes in connectedness 

Because we were concerned with general changes in landscape structure, and not 

with specific species impacts, we used proxy measures to assess changes in structural 

connectedness rather than functional connectivity. Functional connectivity is an emergent 

property of the interaction between the landscape and a particular species (Taylor et al. 

2006) and requires a species-based approach (Hansen & Urban 1992). Structural 

connectedness relates only to the spatial arrangement of landscape features (Lindenmayer 

& Fisher 2006). We used two measures to assess structural connectedness: a metric that 
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summarized the width and length of a passageway through the buffer zone that connected 

any two cores and the mean valence for all cores. We defined a passageway as a 

contiguous path through the buffer zone that connects any two cores. We avoided using 

the term corridor because of its specific ecological meaning related to functional 

connectivity (e.g., Hilty et al. 2006). By definition, passageways only exist between cores 

within a cluster. 

As development occurred in the buffer zone, a passageway could become 

narrower (constrict in width) or elongate because a more circuitous route between cores 

was required. Thus, we first used a metric that would account for both of these changes in 

a single value. We measured the width of each passageway at the half-way point between 

two cores. In GIS terms, the width of a passageway is actually the number of side-by-side 

pixels defining Thiessen polygons expanding out through the buffer around each core. 

For each pixel along the width of a given passageway, we calculated the inverse of the 

distance between cores connected by that passageway. We then calculated the sum of 

inverse distances of all of these pixels for all passageways and charted that value for all 

years, relative to the value in 1970. 

We calculated valence as a second connectedness metric to provide an estimate of 

the number of connections between cores. In graph theory, valence (or degree) is the 

number of edges between nodes. In our application, passageways are edges and cores are 

nodes. We calculated and charted the average valence for the entire conterminous United 

States for each year, again normalizing each year's value to the value in 1970. 

To estimate spatially where connectedness would be most affected, we mapped 

the percent reduction in the sum of inverse distances along passageways for each cluster 
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from 2000 through 2030. Again, our mapping unit was clusters in the year 2000, although 

here, we only mapped true clusters that had two or more cores. / 

3.2.5 Sensitivity analyses 

We assessed how sensitive our results were to two parameters. First, we 

considered how minimum core size affected our results. We defined core as at least 1000 

contiguous ha in GAP stewardship level 1 or 2 because we believe 1000 ha represents a 

middle ground between the importance of large reserves for the protection of species with 

large home ranges and dispersal areas (e.g., Schonewald-Cox 1983) and the importance 

of smaller areas for protecting smaller species, ecosystem remnants, and stepping-stone 

corridors (Shafer 1995). Furthermore, the 1000-ha minimum size has been used by others 

(e.g., Savings 1998). However, to examine the sensitivity of our findings to the minimum 

threshold of core size, we compared results for 100 ha and 10,000 ha minimum core sizes. 

Second, the distance from a core boundary used to define "edge" might influence 

results when assessing encroachment of development on cores. Thus, in addition to our 

main encroachment analysis, where we used a 10-km definition of edge, we also 

considered edge distances of 5, 20, 50, and 100 km from a core boundary. 

3.3 Results 

3.3.6 Core, potential buffer, and developed lands 

Six percent of the area in the conterminous United States was protected area core, 

and for the 2547 unique cores identified, the median size was 5300 ha. Western states had 

significantly more core relative to land area and significantly larger cores (Fig. 3.1a). 

States in the northeast had the second highest proportion of core and the second greatest 
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median core size. To provide context for the sensitivity analysis results, discussed below, 

when we changed the minimum size threshold used to define cores from 1000 ha to 100 

ha or 10,000 ha, we identified 8356 and 619 unique cores with median sizes of 500 and 

36,940 ha, respectively. 

Potential buffer was 87%, 80%, and 76% of the total area for years 1970, 2000, 

and 2030, respectively. Developed lands covered 7%, 14%, and 18% for the same years. 

Exurban housing densities made up the majority of developed lands. Seventy percent, 

80%, and 82% of developed lands were developed at exurban densities for the 3 study 

years, respectively, with the remaining percentage developed at suburban or urban 

densities. 

3.3.7 Development encroachment on cores 

Cores in the Northeast had the greatest proportion of developed land at their edges, 

and cores in the West had the least development at their edges (Fig. 3.1b). However, we 

projected that cores in western states will undergo the greatest increase in surrounding 

development, on average, from 2000 to 2030 (Fig. 3.1c). 

A greater proportion of the developable area within core edges experienced 

development intensification compared with the area beyond the core edge from 1970 to 

2000 (Fig. 3.2). This remained true across all categories of travel time to urban areas, and 

the greater the distance from an urban area, the greater the difference in development 

within a core edge compared with outside of an edge. This trend was not sensitive to 

altering our minimum threshold of core size. 

Our findings of relatively higher development intensification within core edge 

were insensitive to our definition of edge, out to a distance of 50 km. The farther the 
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distance used to define edge, the greater the absolute difference between proportion of 

development intensification within and outside of core edge. However, the ratio of the 

difference between the proportion of intensified lands inside and outside of edge 

remained constant. At an edge defined as 100 km from cores' boundaries, the trend 

remained, but the ratio of difference between intensification within and outside of edges 

was higher (even greater intensification within an edge compared with outside). 

To better parse out state and regional differences in encroachment and provided 

an initial assessment of whether the encroachment was occurring preferentially or as a 

result of the location of cores, for each state, we plotted the ratio of the proportion of area 

that intensified in housing density within a core edge to the proportion of intensified area 

in the entire state (years 1970-2000) against the ratio of the median travel time to an 

urban area within a core edge to median travel time to an urban area for the entire state 

(Fig. 3.3). Dividing the plot into four quadrants based on the 1:1 ratio for each axis, states 

fell into one of the quadrants depending on whether cores in that state had surrounding 

development intensification that was greater or less than the average development within 

the entire state, and depending on whether the distance of travel time from core edge was 

greater or less than the average travel time to urban area in the rest of the state: (1) states 

with cores that had relatively high rates of surrounding development intensification and 

that were relatively close to urban areas; (2) states with cores that were both far from 

urban centers and that had experienced relatively high rates of surrounding development, 

(3) states with cores that were relatively close to urban areas, but had less surrounding 

development than expected, and (4) states with cores that had lower relative rates of 

surrounding development and were relatively isolated from urban areas. Most 
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Midwestern and western states were in quadrant 1. Northeastern and southern states were 

most often in quadrant 4. Quadrants 1 and 4 had the most states, and there were almost 

equal numbers of states in each, whereas there were the fewest states in quadrant 3. Of 

the states in quadrant 2, the Midwest, South, and West were equally represented. 

3.3.8 Changes in buffer zones 

Nearly 6% (over 10 million ha) of the area within core edge changed from buffer 

to developed from 1970 through 2000 (Fig. 3.4a). The greatest losses came from open 

land conversion to developed, followed by rural land-use conversion. Although the pace 

of development was expected to slow, our projections indicated that almost an additional 

5% (over 5 million ha) of the buffer within core edge would be developed by 2030. 

The total buffer-zone area decreased more than buffer within core edge from 1970 

through 2000 (decrease of 8%, total loss of 36 million ha) (Fig. 3.4b). We projected an 

additional 4% (or 19 million ha) to be lost for years 2000 to 2030. Again, losses of buffer 

land were most prominent on open lands, followed by rural and crop lands. The majority 

(97%) of buffer-zone loss from 1970 through 2030 was due to transition to exurban, 

rather than suburban or urban, housing density. Maps of total loss of buffer zone for years 

2000 to 2030 (Fig. 3.5a) showed clusters in the Midwest, East, and Northeast projected to 

be most affected, although numerous clusters along the Pacific coast and along the Front 

Range in Colorado were also projected to lose over 5% of their buffer zone. On average, 

cores in northeastern states were predicted to have the greatest decrease in total buffer 

zone, although some states in the Midwest were predicted to have the largest percent 

declines (Fig. 3.Id). 
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These trends were robust to our sensitivity analysis of the minimum size used to 

define a core. The larger the minimum core size we used, the greater the buffer area in 

1970 and the greater the loss over time. From 1970 through 2030, for both edge and total 

buffer zone analyses, changing the minimum core size from 100 to 1000 ha increased the 

loss of buffer by half the amount compared with changing minimum core size from 1000 

to 10,000 ha; a perfect logarithmic trend. 

3.3.9 Connectedness 

Residential development reduced connectedness between protected area cores. 

The sum of inverse distance to connection measured along passageway midpoints fell 6% 

from 1970 through 2000, and we projected an additional decline of 3% by 2030 (Fig. 

3.4c). These changes resulted in an average loss of valence between cores of 3% for each 

of the study periods. Mapping changes in connectedness illustrated smaller hotspots of 

disconnection distributed throughout the United States, with particularly large clusters or 

groups of clusters with high rates of disconnection observed in Colorado, Minnesota, 

Texas, and the Northeast (Fig. 3.5b). By state, cores in Ohio, Massachusetts, and 

Alabama were expected to have the highest total percent decline in cluster connectedness 

(Fig.3.1e). 

The sensitivity analysis showed that the larger the minimum core size used in the 

analysis, the less the loss of connectedness over time. Again, changing the minimum core 

size from 100 to 1000 ha increased the loss of connectedness by about half the amount 

compared with changing minimum core size from 1000 to 10,000 ha, providing a nearly 

perfect logarithmic trend. 
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3.4 Discussion 

Our results demonstrate that residential housing development has substantially 

changed the land use context around cores, defined here based on existing protected areas, 

potentially reducing their effectiveness and limiting options for future conservation action. 

Our findings support land managers' concerns over development encroachment, and we 

found that encroachment had occurred and would continue to occur near cores. 

In keeping with other studies (e.g., Frentz et al. 2004; McDonald et al. 2007), our 

results suggest that "preferential" encroachment had occurred near some cores. The 

national summary comparison of lands within versus those beyond a core edge averaged 

out the complexities in the spatial relationship between cores and development (Fig. 3.2). 

Here, our results partially arose because of the sheer amount of (developable) 

undeveloped land outside of core edge that was far from urban areas swamped the 

amount within core edge. This also explained our sensitivity analysis results that an edge 

distance of 100 km increased the differential between development intensification within 

and external to core edge. Our comparison at the state level shed more light on the 

complexities of development and proximity to cores and urban areas (Fig. 3.3). The cores 

in states that fell in quadrant 2 have characteristics that suggest preferential development 

near cores because, despite being relatively far from an urban area, people have chosen to 

develop their homes within the core edge. Very few states had cores with characteristics 

of quadrant 3 (less development intensification than expected for a given distance to an 

urban area), and states with core edge development likely driven by cores' proximity to 

urban areas (quadrants 2 and 4) were approximately a wash. Thus, it appears that our 

finding of greater development at core edge was predominantly driven by locations where 
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preferential encroachment occurred; cores in states such as Iowa, Washington, Oklahoma, 

Ohio, and Texas (Fig. 3.3). There are likely other potential confounding factors, and the 

question of why preferential encroachment may be occurring in some states and not in 

others remains. 

Results indicated that development encroachment will have reduced the amount 

of buffer at core edge by 11% from 1970 through 2030 and that the total area of buffer 

zone will have been reduced by 22% over the same time period (Fig. 3.4a, b). A greater 

proportion of total buffer zone, compared with buffer at core edge, was developed from 

1970 through 2030. However, a slightly greater proportion of area was projected to be 

developed at core edge than within the entire buffer zone from 2000 through 2030, which 

suggests our development model predicted increased core encroachment. Whether 

development occurs more rapidly at core edge or within the broader buffer zone, taken 

individually, these values likely underestimate the cumulative impact to ecological 

processes within cores because penetration of edge effects from housing development 

compounds the loss of total area for dynamic processes (Wilcove & May 1986; Revilla et 

al. 2001). Similarly, these results do not quantify how impacts will be aggravated by 

development primarily occurring at exurban densities, which may have more intense 

impacts than otherwise suggested by their relatively low densities (Odell & Knight 2001; 

Parks & Harcourt 2002; Hansen et al. 2005). Dispersed growth patterns are likely 

associated with increased traffic volume and a larger footprint of human modification per 

housing unit. 

We reiterate that our goal in assessing connectedness was to create an overall 

measure for comparison across years, not to conduct a core-by-core assessment of 
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functional connectivity. Relatively low exurban housing densities may not negatively 

affect connectivity for some species, and our definition of buffer may not allow 

functional connectivity for others. Furthermore, it is unclear whether connectedness is as 

important as core size (Simberloff et al. 1992; Beier & Noss 1998; Haddad et al. 2000; 
c 

Falcy & Estades 2007). However, few would disagree that an ideal conservation system 

should include maximized core sizes with redundant connections through optimal habitat. 

Our results suggest there will be a 9% decrease from 1970 through 2030 in the sum of 

inverse distance along passageways (Fig. 3.4c). Change in the sum of inverse distance 

measure occurred both as a result of lengthening connections and constriction of 

passageways. Connections at the shortest distances are most likely to be suitable across 

multiple scale's of species dispersal and movement, and losses to these connections may 

have the greatest impact on regional conservation. However, connectedness at all scales 

may be critical as climate change alters habitat distributions and locations (Moritz et al. 

2008), and our measure of valence showed an overall reduction in landscape 

connectedness. 

Although genera! trends were robust across a 100-fold increase in minimum core 

size and differences were almost linear when plotted on a logarithmic scale, analyses 

conducted with a smaller minimum core size consistently showed a greater magnitude of 

impact to the idealized core-in-buffer-zone conservation system. Therefore, our results 

are likely conservative because using the 1000-ha minimum size ignored 70% of the 

cores identified based on a minimum size-threshold of 100 ha. Our results may also have 

been conservative given the limitations of data used in the modeling of housing densities. 

Our results reflect an expected slow down in development expansion from 2000 to 2030. 
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This forecasted slowdown primarily resulted from limitations of data for the road 

network. That is, growth usually includes expansion of the transportation network and 

other infrastructure, which are difficult to forecast. Yet, development location was 

modeled in part based on road accessibility. As a result, the forecast patterns of housing 

development tended to be less concentrated, resulting in fewer areas identified as 

exceeding the density threshold to be considered "developed." 

The informal conservation system in the United States is primarily made up of. 

small cores, and smaller cores are particularly reliant on surrounding buffer lands to meet 

minimum area requirements for suitable habitat and ecological processes. However, 

smaller cores are likely to be situated in highly developed areas and are therefore most 

likely to suffer the double jeopardy of loss of area for dynamic processes from 

surrounding development and from more intense edge effects (Parks & Harcourt 2002). 

We found a clear trend of more development surrounding smaller cores in the East (Fig. 

3.1a, b). Our mapping of loss of buffer zones illustrated this general trend, with more 

clusters predicted to have greater percent loss of buffer area in the East (Figs. 3. Id, 3.5a) 

than in any other area. We expected this, given that the larger cores in the West were also 

predicted to have larger buffer areas; thus, it took more development to have an 

equivalent percent reduction in a large buffer zone. However, a simple west-to-east 

summary of impacts would over simplify our findings. Numerous small cores in the West 

and some larger cores in California and Washington were predicted to have a relatively 

high percent reduction in buffer zone area by 2030. 

Our map of projected change in connectedness illustrated disconnections were not 

easily predictable along a west-to-east gradient; areas of high disconnection were either 
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cluster (Fig. 3.5b) or state specific (Fig. 3.1e). Finally, preferential encroachment did not 

appear to be regionally driven (Fig. 3.3). Our results painted a more complex picture of 

the difficulties that would be faced if establishment of an official conservation system 

was ever attempted. Overlaying the maps of buffer zones and connectedness (Fig. 3.5a, 

b) showed that many clusters will have suffered either a high percent loss of buffer zone 

area or connectedness, or both, by the year 2030. Even in the West, where most large 

conservation schemes are imagined, the relatively high increase of development at core 

edge (Fig. 3.1c) would eventually limit options beyond the limitations identified here. 

At a minimum, prioritizing future conservation action must at least consider 

adjacent land uses and the threats and benefits they may confer to a conservation system 

(Groves et al. 2002; Wilson et al. 2005). The buffer zones we identified relied more 

heavily on private than public lands, and despite the numerous difficulties in engaging the 

private sector in land conservation (Schonewald-Cox et al. 1992), a key conservation 

strategy will be to work cooperatively across land ownership boundaries (e.g., USDA 

2007) and to engage and educate private landowners in conservation strategies (Shafer 

1999). Our results illustrate that this is particularly critical for smaller protected areas, 

which will tend to dominate future conservation activities given the increasingly 

competitive trade-off between conservation and development. 
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Fig. 3.1. Comparison of core, buffer area, and connectedness metrics for the 48 
conterminous states, with states arranged alphabetically within census region: (a)' 
proportion of core in state (with median core size for region listed in parentheses [ha]), 
(b) proportion of area at core edge developed at exurban or higher housing densities in 
2000, (c) increase in development within core edge from 2000 through 2030, (d) decrease 
in buffer zone area from 2000 through 2030, and (e) decrease in sum of inverse distance 
(SID) measured along midpoint of passageways connecting cores from 2000 through 
2030. 
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Fz'g. 3.2. Comparison of proportion of developable area between areas outside and 
within core edge that experienced development intensification (increase in housing-
density category) from 1970 through 2000. Proportion of area with intensification is 
categorized by (population weighted) travel time to nearest urban area. 
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Fig. 3.3. Quadrants of encroachment. The ratio of the proportion of area that intensified 
in housing density within core edge within a state to the proportion of intensified area in 
the entire state (1970-2000) plotted against the ratio of the median travel time to an urban 
area within core edge within a state to median travel time to an urban area for the entire 
state. Dotted lines represent the 1:1 ratio for each axis. States fell into one of the 
quadrants depending on whether cores in that state had surrounding development 
intensification that was greater or less than the average development within the entire 
state, and depending on whether the distance of travel time from core edge was greater or 
less than the average travel time to urban area in the rest of the state. Selected states have 
been labeled with their postal code abbreviation. 
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[SID] to connection measured along half-way point of all passageways connecting two 
cores, normalized to SID for 1970; bottom, average core valence [total no. cores/total no. 
passageways] for entire conterminous U.S. for each study year, normalized to 1970 
amounts). 
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CHAPTER 4. HOW DO HIERARCHAL SCALES OF UPSLOPE LAND COVER 

INTERACT TO INFLUENCE AQUATIC INTEGRITY? 4 

Abstract 

The hierarchical spatial nature of ecological processes has been well documented 

but often is not captured in statistical models. This paper illustrates how basic theoretical 

concepts of spatial interactions in aquatic ecology can be included in linear regression 

analysis to provide more ecologically-relevant inference from model results. We used a 

simple conceptual model of how land cover at different upslope scales influences aquatic 

integrity to guide our statistical approach and frame our inference. We began with single-

scale regressions, then applied multi-scale regressions, and finished with a hierarchical 

multiple regression model. We trace how altering our statistical approach based on the 

conceptual model led to alternate inference. We found that comparing analyses conducted 

at a single spatial scale suggested the predominant influence of urban land cover at the 

catchment scale, but that analyses based on our conceptual model of interacting spatial 

scales suggested that finer-scales played a more substantial role in explaining variance in 

aquatic integrity. Our results also suggested that our conceptual model was a reasonable 

representation of the system. We present this study as a cautionary tale to watershed 

managers. Appropriate watershed management relies on practitioners understanding the 

4 This chapter will be submitted as a manuscript, co-authored with Jennifer A. Hoeting. 
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implications of the model underlying the science that drives management decisions. This 

does not require significantly more complex modeling approaches, only that the research 

questions drive the modeling process, not visa versa. 

4.1 Introduction 

Land cover and land use change may be one of the most critical factors affecting 

aquatic ecological integrity (Naiman & Turner 2000; Allan 2004) because land cover in 

the watershed directly influences downstream aquatic systems (Hynes 1975). River 

networks are systems of nested hierarchical spatial scales, in which coarser-scale 

ecological processes influence and interact with finer-scale processes to influence stream 

biology (Frissell et al. 1986; Poff 1997; Montgomery 1999; Fausch et al. 2002; Benda et 

al. 2004). These spatial relationships between land cover modification and aquatic 

ecological integrity have important implications for watershed management and 

restoration (Fausch et al. 2002). 

Accordingly, previous studies have sought to identify the ecological scale that 

drives the relationship between anthropogenic land cover and measures of ecological 

integrity. The statistical approach of many previous studies has been to calculate the 

proportion of land cover type at various upslope extents (scales) that contribute to 

downstream flow, and then to correlate or regress those land cover scales against an 

indicator of aquatic integrity - a chemical, physical, or biotic measure representing a 

stream's ability to self-repair or maintain an adaptive community of native organisms 

(Karr et al. 1986). The scale that has the strongest predictive relationship with some 

indicator is then identified as the primary determinant of aquatic integrity (e.g., Roth et al. 
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1996; Lammert & Allan 1999; Fitzpatrick et al. 2001; Sponseller et al. 2001; Wang et al. 

2001; Morley & Karr 2002; Snyder et al. 2003; Strayer et al. 2003). 

Studies that focus on the single scale that explains the most variance in an 

indicator overlook the principle of ecological hierarchies (Allen & Starr 1982) and may 

not accurately reflect the ecological processes interacting across scales in aquatic systems 

(Downes et al. 2002). This may lead to ambivalent direction for management. Previous 

study results have been ambiguous in regard to which scale drives the relationship 

between land cover and aquatic integrity (Allan 2004). For example, some studies 

recommend restoration efforts focus on riparian buffers (e.g., Sponseller et al. 2001), 

while other studies find that land cover at the riparian scale has little influence on aquatic 

integrity (e.g., Snyder et al. 2003). 

Assessing the relationship between ecological processes within a conceptual 

model grounded in ecological theory maximizes ecological insight (Barber 1994; Noon et 

al. 1999) and allows for targeted conservation planning (Lehman 1986; Noon 2003). This 

is particularly true in aquatic systems, where the exact spatial processes governing 

aquatic integrity are unknown. Thus, here, we illustrate how theoretical concepts of 

spatial interactions in aquatic ecology might be used to guide applied statistical analysis. 

We use a simple conceptual model of how land cover at different scales influences 

aquatic integrity, and we trace how altering our focus from maximizing predictive power 

to partitioning influence between scales as suggested by our conceptual model leads to 

different inferences from results. We use a case study of Maryland streams surrounded by 

varying degrees of urban and natural land cover to illustrate the differences in approaches 
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and discuss the implications for modeling aquatic integrity and ecological processes in 

general. 

In our analysis of upslope land cover influences on aquatic integrity, we focus 

primarily on urban (residential and commercial) development because the impacts of 

urban areas on aquatic systems are well studied (Booth & Reinelt 1993; Allan 2004; 

Walsh et al. 2005). The associated increase in impervious surfaces is one of the best 

understood threats from anthropogenic land cover (see Schueler 1994; Brabec et al. 2002 

for reviews) and stormwater runoff arising from imperviousness is a predominant driver 

of urban impacts to streams (Walsh et al. 2005). Increased chemical pollutant loads are 

widespread in urban streams (Walsh et al. 2005) and can be observed at relatively low 

levels of catchment urban land cover (Hatt et al. 2004). These changes to the physical 

properties of aquatic systems result in dominance by more tolerant species and shifts in 

species composition and structure (Wente 2000; Snyder et al. 2003; Strayer et al. 2003; 

Gray 2004; Meyer et al. 2005). Here we represent aquatic integrity using the Benthic 

Index of Biotic Integrity (BIBI). Indices of biotic integrity (Karr 1981) are multimetric 

indices that have become widespread in watershed assessments and studies. BIBI 

combines metrics on benthic species richness, composition, trophic structure, and 

abundance into a single index. Multimetric indices of river biota integrate processes that 

affect aquatic systems across an entire watershed (Karr 1999; Adams 2002) and are 

frequently used to assess river degradation (Norris & Hawkins 2000). 
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4.2 Methods 

4.2.1 Study area, benthic index ofbiotic integrity, land cover, and scales of analysis 

Our study area consisted of the Gunpowder Hydrologic Unit (Code 0206003; 

Maryland, USA; Fig. 4.1). We chose this hydrologic unit because of the availability of 

aquatic integrity data and the diversity of land cover in the area. The unit included the 

Bush, Gunpowder, and Patapsco River basins, covering approximately 4,000 ha. 

BIBI data were collected by the Maryland Biological Stream Survey (MBSS) 

(MDNR 1997) between 1995 and 1997. BIBI scores were determined by comparing the 

mean of several benthic metrics at each randomly chosen sample site to those found at 

reference sites with relatively minimal human impact. A separate BIBI was developed for 

each of the Eastern Piedmont and Coastal Plain geographic regions (Stribling et.al. 1998). 

We mapped urban and natural land cover types (Fig. 4.1) based on the 1992 

National Land Cover Dataset (NLCD) (USGS 1992). These data were obtained from 

classifying 30-meter resolution Landsat satellite imagery from early- to mid-1990 into 21 

land cover types. The NLCD data are one of the most widely available and used means 

for identifying human land covers in stream impact research (e.g., Richards et al. 1996; 

Allan et al. 1997; Johnson et al. 1997; Griffith et al. 2002; Snyder et al. 2003; Strayer et 

al. 2003; McBride & Booth 2005). To represent areas that were developed, we grouped 

together all land cover types associated with urban development (NLCD codes 21, 22, 23, 

85). We defined natural land cover as forest and wetland land cover types (NLCD codes 

41, 42, 43, 91, and 92). There were five other NLCD codes in our study area. We did not 

include open water, quarries/mines, or transitional land cover types (NLCD codes 11, 32, 

and 33, respectively) because they were not clearly urban or natural. We also did not 
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include agricultural cover types (NLCD codes 81 and 82) in the analysis. Although 

agricultural land use has been shown to affect downstream integrity, we did not include it 

here because the proportion of agriculture is inversely related to the amount of urban land 

cover in the watershed. We focused instead on urban because we were more interested in 

the effects of urban land use and because there may be a stronger relationship between 

urban land use and biotic integrity than between agricultural land use and biotic integrity 

(Snyder et al. 2003; Roy et al. 2007). Within the Gunpowder Hydrologic Unit, urban and 

natural land cover accounted for 45% of the total area. 

We used three scales of upslope contributing area extent that were similar to 

previous studies: local, riparian, and catchment (e.g., Lammert & Allan 1999; Wang et al. 

2001; McBride & Booth 2005) (Fig. 4.1). Using a GIS, we created each of the three 

scales upslope of each MBSS sampling location. All GIS analyses were conducted in 

Maryland State Plan NAD83 projection. To create the three scales of upslope extent, we 

first "snapped" the sampling location points to the stream network (as defined by the 

National Hydrography Dataset, medium-resolution) (USGS 2007), forcing all sampling 

location points to lie directly on a stream. Seven of the original 194 MBSS point 

locations with complete B-IBI data did not snap correctly, and we removed these from the 

analysis (they were farther from a stream shown in the National Hydrography Dataset 

than a 150 m maximum snapping threshold). Based on an underlying 30-m model of 

elevation (USGS 1999), we used ArcHydro Tools (Maidment 2002) to identify the entire 

upslope catchment that contributed flow to the MBSS point. This was the catchment scale. 

We removed an additional three MBSS points from our analysis at this stage because of 

incorrect catchment delineation (because of low topography, the ArcHydro Tool was not 

80 



able to identify the upstream catchment correctly), leaving us with a total dataset of 184 

MBSS points. We defined the riparian scale as the area within 100 m on each side of a 

stream up to a maximum distance of 2 km upslope from the MBSS point. We defined the 

local scale as the area within 100 m upslope of any MBSS sample point. We then 

calculated the proportion of area, for each scale and for each MBSS point, that was either 

urban or natural land cover. 

4.2.2 Conceptual model 

Our data analysis process was rooted in a conceptual model of the influence of 

spatial hierarchies of upslope land cover on BIBI (Fig. 4.2). The amount of urbanization 

in the entire upslope catchment accumulates and concentrates runoff from the largest area, 

and we thus expected that the catchment scale would have the greatest single-scale ability 

to predict BIBI. However, when combining scales, we hypothesized that the more 

proximal urban land cover was to a stream, the more likely it would have a direct 

ecological effect on aquatic integrity. This would largely be because intervening natural 

land cover should mediate the impact of urban land cover at more distant, coarser scales. 

The ability of natural areas to mitigate urban influences should relate to both the 

proximity of the natural area to the stream as well as the amount of stream buffered by 

natural land cover. Thus, we expected natural land cover within the riparian buffer to 

provide the most effective filter from upslope urban areas as observed in previous studies 

(Osborne & Kovacic 1993; Vought et al. 1995). We hypothesized that the importance, of 

natural land cover in the entire catchment would depend on spatial arrangement; natural 

cover at the catchment scale would be important if it was located between urban cover 

and the stream. 
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4.2.3 Single-scale linear regression models 

4.2.3.1 Comparison of adjusted R values 

Following the methods of many previous studies, we first considered the 

relationship between land cover and aquatic integrity within each, single scale and 

compared results based on the adjusted R2 value (e.g., Roth et al. 1996; Sponseller et al. 

2001; Strayer et al. 2003). We applied a simple or multiple linear regression model 

regressing land cover covariates against BIBI within each individual scale. The full 

model for each scale included both the proportion of natural and urban land cover within 

that scale, and the reduced models included only natural or urban land cover. We 

calculated the adjusted R2 (hereafter referred to as R2
adj) for the full model and the 

reduced models (i.e., just the urban or just the natural land cover covariate) for each scale 

to determine which scale had the strongest relationship with aquatic integrity. The R â - is 

a modification of the standard coefficient of determination, imposing a penalty for the 

number of explanatory terms in the model. 

4.2.3.2 Comparison ofAkaike weights 

Our first enhancement to the commonly applied methods of previous studies was 

the use ofAkaike weights to compare and rank "best" single-scale models (see for 

example Roy et al. 2007 for another use ofAkaike weights). Although R adj values 

provide useful information on the amount of variation explained in a model, they are not 

optimal for model selection (McQuarrie & Tsai 1998). A preferred model selection 

approach is the use of Akaike's Information Criterion (AIC) (Burnam & Anderson 2002). 

AIC uses a maximum log likelihood method to compare models, penalizing for the 
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addition of variables, with the lowest AIC indicating the best-supported model from 

within a set of considered models. AIC is calculated upon an information-theoretic 

approach, and is particularly appropriate for use in comparing ecologically derived a 

priori models. AIC values can then be used to calculate, Akaike weights (w,), computed as 

w,=exp(-l/2A,)/£exp(-l/2A,) 

n , where l equals the difference in AIC for the i' 

model in the set of models n='l... I, compared to the model with the lowest AIC in the set. 

Akaike weights can be interpreted as the support in the data for each model given a suite 

of nested models, and the weights can be used to rank-order nested models. We 

calculated Akaike weights to compare, both within and between scales, how much 

support there was in the data for urban or natural land cover as the primary driver of 

downstream aquatic integrity. These single-scale statistical approaches were not guided 

by our conceptual model, but we use the conceptual model to frame our inference from 

results from the single-scale analyses. 

4.2.4 Single scale linear regression models; non-overlapping scales 

To begin to parse out the different influences between scales, we again conducted 

single-scale analyses, but used non-overlapping, mutually-exclusive scales. We used GIS 

to create areas exclusive to a single scale by clipping out the extent of the finer scale(s) 

(see for example Wang et al. 2001 for a similar approach). For example, the non-

overlapping catchment scale included the catchment area that did not coincide with the 

riparian or local scales (in set theory, this would be the complement of the riparian plus 

local scales). Using these non-overlapping, exclusive-area scales, we recalculated the 

proportion of urban and natural cover within each of the catchment and riparian scales 
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(there was no exclusive local scale; there was no finer-scale to remove from its area), and 

reran the regression single-scale regression analyses. We recalculated the R2
 adj and 

Akaike weights for the single-scale catchment and riparian regressions so as to compare 

model weighting and ordering against the model ordering of the complete, shared-area 

scale analyses. 

4.2.5 Cross-scale linear regression models; non-overlapping scales 

To begin to assess multi-scale spatial interactions, we regressed BIBI on the full 

cross-scale model, including all six possible covariates (natural and urban, at each of the 

three [clipped] scales). We also used a regression tree to check for interactions between 

covariates in the full cross-scale model. We calculated the Akaike weights for all (63) 

reduced permutations of the full model (and the full model itself) and used the weights to 

rank-order all model permutations. We also calculated R adj for all of the permutations. 

We used the non-overlapping scales for this analysis. 

4.2.6 Cross-scale hierarchical multiple regression; non-overlapping scales 

In our final analysis, we explicitly included the hierarchical nature of scales of 

land cover influence from our conceptual model into our statistical approach. We 

conducted hierarchical multiple regression, whereby we sequentially added covariates to 

the model based on our assumptions about how the aquatic system would be 

hierarchically influenced by various land covers at different scales. Hierarchical multiple 

regression differs from standard multiple regression in that it allows for the ordered 

partitioning of variance between each of the successive additions of covariates (or blocks 

thereof). In hierarchical multiple regression, one begins with the simplest reduced model, 
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and at each successive stage, one additional covariate (or block of covariates) is added 

until the full model is built. We first added the local scale effects, followed by the 

riparian, followed by the catchment scale influences. Within a scale, we added the natural 

land cover proportion first, followed by the urban. We chose this ordering because our 

conceptual model suggested that the more proximal buffer would mitigate the more distal 

urban influences, and this is the appropriate sequencing of covariates in hierarchical 

multiple regression (Cohen & Cohen 1975). However, because we do not know that this 

is the best model order, we also considered other sequential ordering of variables for 

comparison. We tested the significance of the sequential addition (Type I Sums of 

Squares) of each covariate using a partial F-test, based on the extra sum of squares 

concept, and we only included those covariates found to be sequentially significant. Thus, 

at each stage, the R2
acjj increased, resulting in an ordered cumulative B?adj series (Cohen & 

Cohen 1975). We then used the extra sums of squares to partition the variance accounted 

for by each covariate (or block of covariates), which, at each stage, represented the partial 

increase in variance accounted for beyond what had been accounted for at the previous 

stage. We used the non-overlapping scales for this analysis. 

4.2J Checking regression assumptions 

For all statistical analyses, we checked residual plots to ensure assumptions of 

normality for regression analyses were met. Residual plots indicated curvature in the 

relationship between urban land cover and BIBI, and at each single scale, AIC 

comparisons selected for the inclusion of a second degree polynomial term for the urban 

land cover and its inclusion normalized residual plots. When combining scales, AIC 

comparisons only selected for the inclusion of the squared term for the urban land cover 
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proportion at the coarsest scale in the model, and this again normalized residual plots 

(e.g., in a model including both riparian and catchment urban covariates, only the 

catchment urban squared term was necessary). Thus, for all non-hierarchical regression 

analyses, we only included a squared term for the coarsest scaled urban covariate in a 

model. However, the hierarchical multiple regression analysis required that reduced 

models be fully nested within the full model (Cohen & Cohen 1975). At the local scale, 

the reduced model required a local urban squared term to ensure normality of errors. 

Thus, to keep models nested, we had to carry that squared term through the building up to 

the full model. This was true for the riparian urban and catchment urban squared terms as 

well. Thus, the final level of the model (the full model) included squared terms for all 

urban covariates. 

Covariate data were also scaled and centered to reduce multicollinearity. 

Multicollinearity is a measure of correlation between two covariates within a multiple 

regression. We first used a Pearson's correlation matrix to test correlation between all 

first-order covariates in the model combining both urban and natural land cover 

covariates at all three scales. The covariate riparian urban was highly correlated with 

catchment urbanization (r = .94), and combining the two covariates in a multiple 

regression against BIBI changed the sign of their associated coefficients. Although 

multicollinearity between covariates must be avoided when analyses rely on the 

interpretation of regression coefficients (Kutner et al. 2004), here, our analysis does not 

consider regression coefficients. Thus, we chose to include the riparian urban term 

because of our a priori belief that it was important. We explicitly discuss when 

multicollinearity may have influenced results. 
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Lastly, we computed empirical variograms using robust estimators (Cressie & 

Hawkins 1980) to assess the amount of spatial autocorrelation in the data. Variography 

based on spatial coordinates (latitude and longitude) of the sample points indicated no 

autocorrelation once the trend for catchment urban land cover was removed. Thus, we did 

not further account for autocorrelation in our analyses. We acknowledge that Euclidean 

proximity may not relate to hydrologic, in-stream distance. However, previous research 

suggests that Euclidean distance is the most suitable distance measure for regional 

statistics modeling of spatial data (Peterson et al. 2006). All statistical analyses were 

performed using the R statistical package (R Development Core Team 2008). 

4.3 Results 

4.3.8 Single-scale linear regression models . 

Using linear regression models, we found significant relationships between 

aquatic integrity regressed on each of the full and reduced models of land cover type at 

each of the three individual scales (Table 4.1). The proportion of urban land cover 

explained a greater amount of the variance in BIBI than did the proportion of natural land 

cover for all scales, and coarser scales explained more of the variance than finer scales 

based on comparisons of R adj- The proportion of natural land cover in the riparian scale 

explained the most variance in aquatic integrity (followed by natural land cover at the 

local scale, with the amount of natural land cover at the catchment scale explaining the 

least amount of variance). 

At all scales, the reduced model including only the natural land cover covariate 

had no support in the data (i.e., had a Akaike weight of 0%; Table 4.1). However, using 

the non-overlapping scales slightly reduced the support in the data for including natural 
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land cover as a second covariate at the coarser scales. For example, excluding the local 

scale area from the riparian scale, the Akaike weight for the riparian scale model that 

included both urban and natural land cover fell by 2%. At the catchment scale, clipping 

out the riparian and local scales resulted in Akaike weights slightly favoring the reduced 

model including only urban land cover, as compared to the slightly higher ranking for the 

full model in the overlapping-scale analysis. 

4.3.9 Cross-scales linear regression models 

A multiple linear regression of BIBI against the full cross-scales (non-

overlapping) model demonstrated that the influence of urbanization at the catchment 

scale swamped other influences, and only the catchment urban term (and the intercept 

and second degree polynomial term for catchment urban) was significant (t-test at a 

= .05) within the full model. We found no significant interaction terms between the 

covariates in the full model, although the regression tree suggested the potential 

importance of riparian natural land cover buffers at low levels of catchment urbanization. 

When we compared Akaike weights, the full cross-scales model (with all 6 

covariates) was the lowest ranked model of the 63 possible permutations with any 

support in the data (w, = 0.4%; Table 4.2). The top ranked model, with 17% of the 

support in the data, included the riparian natural and catchment urban covariates. The 

percent support in the remaining models was often similar, tending to be grouped based 

on number of covariates in the model. R adj values were nearly identical for most models. 

Applying a hierarchical multiple regression, partial F-test results from the full 

cross-scales (non-overlapping) model indicated that once natural land cover at finer 

scales was accounted for, the inclusion of the catchment natural term was not significant. 
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Thus, we ran an hierarchical multiple regression including the sequentially entered terms: 

local natural, local urban, riparian natural, riparian urban, and catchment urban. Partial F-

tests from this hierarchical multiple regression indicated that sequentially adding each 

variable based on the order suggested by our conceptual model significantly increased the 

explanatory power of the model (Table 4.3). Partitioning the variance between each stage 

of the hierarchical model based on extra sums of squares, we attributed 14% of the 

variance explained to natural land cover at the local scale. Seventy-one percent of the 

variance explained was attributed to the full local scale model. Once local scale land 

cover was partitioned out, the hierarchical model attributed approximately 5% of the 

remaining variance explained to riparian buffers, and another 13% to riparian urban land 

cover. The remaining 11% of the explained variance was attributed to urban land cover at 

the catchment scale. 

For comparison, we also ran two additional hierarchical multiple regressions, each 

only including catchment urban and riparian natural. When riparian natural land cover 

was entered first, followed by catchment urban, partial F-tests indicated both were 

significant at a = 0.0001, and we attributed sequentially partialed variance of 22% and 

78%, respectively. When we reversed that order (entering catchment urban first, followed 

by riparian natural), riparian natural was only significant at a = 0.1, and sequentially 

partialed variances were 98% and 2%, respectively. 

4.4 Discussion 

Our single-scale model results were as we expected; catchment urban land cover 

had the strongest predictive relationship with BIBI (Table 4.1). Further, in the multiple 

regression on the full cross-scale model, only the catchment urban covariate was 
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significant. We note that this result was likely influenced by multicollinearity, a 

limitation of the multiple linear regression approach. Multiple linear regression can not 

alone parse out the relative influence of covariates that share explanatory power. The 

predictive power of urbanization that is accumulated across the entire watershed swamps 

the influence of natural land cover and land cover effects at other scales. Yet, theory in 

aquatic ecology (Frissell et al. 1986; Poff 1997; Montgomery 1999) and previous 

empirical studies (e.g., Steedman 1988; Hunsaker & Levine 1995; Lammert & Allan 

1999; Sponseller et al. 2001) demonstrate the importance of other scales and the 

hierarchical interactions between them. Ecological inference based on a single 

organizational level may misrepresent the ecological processes that reflect system 

dynamics (Wiens 1989). 

Our single-scale analysis results showed that all land covers at all scales had some 

influence on aquatic integrity, despite them having lower predictive power compared to 

catchment-wide urban land cover (Table 4.1). Additionally, clipping out the finer-scale to 

create non-overlapping scales consistently reduced the support in the data (Akaike 

weights) for the inclusion of natural land cover in the coarser-scale model. These results 

suggest that natural land cover at finer scales mediates the effect of urbanization at 

coarser scales, as per our conceptual model. These ecologically relevant insights would 

be overlooked if comparing only the R2
adj for each individual scale, ascertaining only the 

best predictive relationship. 

The comparison of Akaike weights between all permutations of the full, multiple 

regression model provided some additional insight. The inclusion of the riparian urban 

covariate in the 3rd ranked model (Table 4.2) suggested that was the covariate of next 
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import following catchment urban and riparian natural. However, although 83% of the 

support in the data remained to be distributed amongst other models after the top model 

was identified, Akaike weights were not able to clearly differentiate between most of the 

other considered models, and it was unclear whether local natural, local urban, or 

catchment natural was the next most important covariate. Relying only on AIC model 

ranking, we would identify the importance of the riparian buffers as they mediate 

catchment urbanization. But the importance of other land cover types and other scales 

would be inseparable, and the statistical model chosen would not reflect what we learned 

from comparing the non-overlapping and overlapping scale analyses. 

The hierarchical multiple regression allowed us to directly incorporate our 

conceptual model of the system into our statistical model. We were first able to identify 

that catchment natural land cover was not influential in our particular study area. Our 

approach did not allow us to test whether this was because of the spatial arrangement 

between catchment urban and natural land cover, but this remains a rational explanation. 

Once the catchment natural land cover covariate was removed, the addition of all other 

covariates, ordered as suggested by our conceptual model, significantly increased the 

explanatory power of the model. Although our hypothesis about riparian buffers - that 

natural land cover at the riparian scale was the most important - was supported when we 

compared the R adj values for natural land cover at various scales, sequential variance 

partitioning from our hierarchical multiple regression suggested that only 5% of the 

variance explained by the full model could be attributed to riparian buffers once local 

scale land cover was removed. Further, although all previous analyses focused on 

predictive power suggested that catchment urban land cover drove aquatic integrity 
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response, once finer scales were accounted for, sequential partitioning of variance 

attributed only 11% of the explained variance in BIBI to urban cover at the catchment 

scale. 

In aquatic ecology, linking empirical data and conservation of streams demands a 

more integrative approach than focusing on a single scale of influence (Fausch et al. 

2002). Given the known multi-scale processes in watersheds (Allan 2004), we argue that 

the statistical methods should not be designed to answer "at which scale does land cover 

most strongly influence aquatic integrity", but instead aim to answer the question "how 

do the hierarchical scales of land cover interact to influence aquatic integrity?" In applied 

ecology, there is growing support for the idea that models serve as hypotheses themselves 

(Hobbs & Hilborn 2006). Thus, the statistical models employed should be grounded in 

conceptual models based on accepted ecological theory (e.g., Cushman & McGarigal 

2002; Olden et al. 2006; Lookingbill et al. 2007). 

Our partitioning of variance from the hierarchical multiple regression does not 

definitively answer the question of how scales interact. It only answers the question 

relative to our conceptual model. However, conceptual models that provide a structured 

expression of the a priori hypotheses about system allow for formal testing about how 

components and processes are related (Manley et al. 2004). We tested all other possible 

orderings of the covariates in our full cross-scale hierarchical regression model, and we 

found that the partial F-tests were not sequentially significant. Thus, the ordering of our 

conceptual model was the only sequential ordering that supported inclusion of all 

covariates (except catchment natural land cover). That each land cover type at each scale 

had a significant relationship with BIBI supports the concept that all scales should be 
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included in the model. Including all covariates is not the most parsimonious model that 

explains the system. But, it ensures that the model we use to represent the system 

incorporates the full range of spatial interactions that we determined to be operating in 

the system. 

Even when we included only the covariates in the "top" model as selected by 

Akaike weights, changing the order in the hierarchical multiple regression substantially 

altered the amount of variance partitioned between either catchment urban or riparian 

natural land cover. If catchment urban was entered first, riparian natural only accounted 

for 2% of the sequentially explained variance, but if the order was reversed, riparian 

natural accounted for 22% of the sequentially explained variance. Using the more 

standard Type II sums of squares for a components of variance analysis would be useful 

in an experimental design that ensured independence of the covariates. However, in real-

world analyses of ecological systems, the covariates are often correlated, and the 

sequential partitioning of variance based on a pre-specified sequence of covariates is a 

means to avoid this problem. 

More detailed models (both conceptual and statistical) would be needed to more 

authoritatively elucidate and test the interactions between anthropogenic land cover, 

spatial hierarchies, and aquatic integrity. For example, we do not consider the effects of 

agricultural land cover, legacy land uses, nonlinear responses, intermediate processes that 

link the initial stressor to the biological indicators, or rare or unique features that are all 

critical influences on the spatial interactions (Fausch et al. 2002; Allan 2004; Benda etal. 

2004; King et al. 2005). 
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Several other studies have begun to empirically confront more complex 

conceptual models combined with advanced statistical approaches to address the 

implications for spatial hierarchies in ecological systems (e.g., Olden et al. 2006; Burcher 

et al. 2007; Novotny et al. 2009). We do not advance our partitioning method as the best 

approach; the partitioning of influence from other, more detailed models and approaches 

are likely more accurate. Instead, we present this work as a cautionary tale to watershed 

managers about the importance of carefully choosing any modeling approach. Even if 

more detailed conceptual models are used, the inference will only be as good as the 

model. Conceptual models provide a method of testing alternative hypotheses and placing 

boundaries on results. However, in studies of ecological interactions, it is almost 

impossible to know if the model is "true". Any model is merely a reflection of reality. 

The goal is not to replicate ecological reality in all its complexity, but to apply a model 

that best represents our understanding of the system and then to explicitly acknowledge 

the assumptions embedded in the model - and ultimately, the modeled outcomes. 

Our study shows that different statistical analyses, while equally valid, can 

substantially alter inference. For example, our final results indicated that managing land 

cover directly adjacent to the stream was of primary importance. This was a reversal from 

our initial findings of the catchment scale driving impacts, and it was also not supportive 

of our hypothesis that riparian natural areas might be of foremost importance. When we 

looked only at catchment urban and riparian natural, altering the order that they were 

placed in the hierarchical regression model, results suggested that either riparian buffers 

were unimportant or that they accounted for almost 25% of the variance. Depending on 
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the modeling approach taken, a watershed manager might significantly alter management 

actions. 

We urge watershed managers and conservation planners, and the scientists that 

conduct the studies that guide their decisions, to consider the implications of the 

statistical model that underlies the inference that is then translated to management action. 

While more detailed conceptual models and advanced multilevel and multivariate 

statistical approaches may further improve ecological insight, they are not requisite. We 

suggest that management professionals without the resources for more detailed 

approaches, or perhaps looking for a low-commitment first-pass assessment, would be 

better served if they applied and tested any simple conceptual model that includes the 

hierarchical nature of the system. These models can then be refined, expanded, and 

further tested as information emerges. But even if the conceptual map of the system 

remains simplistic, our results indicated that managers must be wary of the models they 

choose. Statistical tools should not drive the research question, instead research questions 

should drive the analysis. 
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Tables 

Table 4.1. Adjusted R2 (R2
ddj) andAkaike weights (wj for single-scale regressions of 

aquatic integrity on proportion of urban and natural land cover within each of the three 
scales compared between models using,overlapping and non-overlapping scales (extents 
of finer scales clipped from coarser scales). 

Overlapping Non-
overlapping 

Scale Model Covariates R2
adj* H>, R2

adj* wt 

Local 

Riparian 

Natural 
Urban 
Natural, Urban 
Natural 
Urban 
Natural, Urban 

0.06 
0.34 
0.33 

0.11 
0.41 
0.42 

0% 
73% 
27% 

0% 
37% 
63% 

0.10 
0.41 
0.41 

0% 
39% 
61% 

Catchment Natural 0.05 0% 0.04 0% 
Urban 0.46 43% 0.46 54% 
Natural, Urban 0.46 57% 0.46 46% 

* All regressions significant at a=.005, using an overall F-test for the model. 
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Table 4.2. Models, of 63 possible full cross-model permutations, ranked by Akaike 
weights (wt). All models with greater than 0.1% support in the data shown. 

Rank Model Covariates R2 
adj Wi 

1 riparian natural, catchment urban 
2 catchment urban 
3 riparian natural, riparian urban, catchment urban 
4 local natural, riparian natural, catchment urban 
5 riparian natural, catchment natural, catchment urban 
6 local urban, riparian natural, catchment urban 
7 catchment natural, catphment urban 
8 local natural, catchment urban 
9 riparian urban, catchment urban 
10 riparian urban, catchment natural, catchment urban 
11 local urban, riparian natural, riparian urban, catchment urban 
12 riparian natural, riparian urban, catchment natural, catchment urban 
13 local natural, riparian urban, riparian natural, catchment urban 
14 local natural, catchment natural, catchment urban 
15 local natural, riparian natural, catchment natural, catchment urban 
16 local natural, local urban, riparian natural, catchment urban 
17 local urban, riparian natural, catchment natural, catchment urban 
18 local urban, catchment natural, catchment urban 
19 local natural, riparian urban, catchment urban 
20 local natural, local urban, catchment urban 
21 local urban, riparian urban, catchment urban 
22 local natural, riparian urban, catchment natural, catchment urban 
23 local urban, riparian urban, catchment natural, catchment urban 
24 local urban, riparian natural, riparian urban, catchment natural, catchment urban 
25 local natural, riparian natural, riparian urban, catchment natural, catchment urban 
26 local natural, local urban, riparian natural, riparian urban, catchment urban 
27 local natural, local urban, catchment natural, catchment urban 
28 local natural, local urban, riparian natural, catchment natural, catchment urban 
29 localnatural, local urban, riparian urban, catchment urban 
30 local natural, local urban, riparian urban, catchment natural, catchment urban 
31 local natural, local urban, riparian natural, riparian urban, catchment natural, catchment 

*A11 regression models significant at a=.0001, using an overall F-test for the model. 

0.47 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.45 
0.45 
0.45 
0.45 
0.45 
0.46 
0.46 
0.46 
0.45 
0.46 
0.45 
0.45 
0.45 

17.4% 
7.1% 
7.0% 
6.5% 
6.5% 
6.4% 
6.0% 
3.8% 
3.5% 
3.0% 
2.6% 
2.6% 
2.6% 
2.5% 
2.4% 
2.4% 
2.4% 
2.2% 
1.7% 
1.4% 
1.3% 
1.2% 
1.1% 
1.0% 
1.0% 
1.0% 
0.9% 
0.9% 
0.7% 
0.5% 
0.4% 
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Figures 

Example of 3 scales 

Gunpowder Hydrologic Unit o 5 10 20 

Fig. 4.1. Gunpowder Hydrologic Unit, located in Maryland, USA. Maryland Biological 
Stream Survey (MBSS) sampling locations are indicated with stars. An example of the 3 
upslope scales (inset, top left) is shown for one MBSS sampling location in the 
Gunpowder River Basin. Scales include local (black), riparian (dark grey), and catchment 
(light grey). 
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Fig. 4.2. Conceptual model of the interaction of urban (urb) and natural (nat) land cover 
at the catchment (cat), riparian (rip), and local (loc) scales of flow accumulation. Urban 
land cover at the catchment scale likely has the greatest magnitude of impact on aquatic 
integrity (as measured at the sampling location marked with a star) because of the greater 
area of accumulation, but urbanization at the more proximal riparian and local scales 
should also have a direct effect. Intervening natural land cover should mitigate the effects 
of upslope urban land cover, particularly at the riparian scale. 
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CHAPTER 5. CONCLUSIONS 

5.1 Summary of research and conservation implications 

The influences of land-use modification on biodiversity and ecological 

conservation are well documented for both terrestrial (Baker 1992; Blair 1996; Czech et 

al. 2000; Theobald 2000; McKinney 2002; Maestas et al. 2003; Hansen et al. 2005; 

Hawbaker et al. 2005; McDonald et al. 2008) and aquatic systems (Bledsoe & Watson 

2001; Sonoda et al. 2001; Allan 2004; Meyer et al. 2005; Morgan & Cushman 2005; 

Chadwick et al. 2006; Alberti et al. 2007). My research builds on this past work while 

suggesting new specific approaches and tools for conservation planners. 

I found that protected areas are vulnerable to threats from adjacent human 

activities, and these threats limit conservation options. Indeed, my results show that areas 

specifically dedicated to conservation may be most threatened by adjacent human land 

cover. By incorporating both adjacent and in-situ threats into a protected area 

vulnerability assessment, I identified numerous existing protected areas that were likely 

threatened, particularly smaller protected areas in the southern and northeastern U.S. I 

also found many areas with relatively low vulnerability to human related threats, 

presenting potential opportunities for conservation action. However, any future 

development of an official conservation system, or the management of the existing de 

facto conservation network, must struggle with the implications of continued land cover 

modification, which I forecast will continue to both reduce the amount of buffer that 
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mitigates threats to conservation lands and reduce the amount of structural landscape 

connectedness between conservation areas. 

All results herewith point to the importance of adjacent land uses. Thus, one 

critical take-home message is that a key conservation strategy will be to work 

cooperatively across land ownership boundaries. If human land-use modification is 

occurring most rapidly adjacent to the most critical ecological systems (i.e., aquatic 

systems and conservation areas; Theobald et al. 1996; McDonald et al. 2007), then 

conservation planners must act to protect neighboring lands from future development 

(e.g., Gordona et al. 2009) while land managers must educate existing adjacent private-

land owners (Shafer 1999). Although many privately held lands are already well 

stewarded, concerns over rapid declines in important habitat and biodiversity hptspots on 

private lands remain (Bean & Wilcove 1997; Noss et al. 1997; Dale et al. 2000). 

Schonewald-Cox et al. (1992) review strategies to engage private landowners in 

conservation, including forming advisory groups, constituency building, and cooperative 

agreements to meet shared goals (such as pest control), but they also list numerous 

constraints and obstacles to cross-boundary management, including too many 

stakeholders for effective communication or a lack of sufficient data on biological 

resources and consensus on how to manage them across diverse parties. Despite these 

difficulties, as human land uses continue to encroach on relatively natural ecological 

systems, managers will be forced to educate and work cooperatively with a growing 

cadre of stakeholders and land owners. Conservation planning and management should 

encourage public-private partnerships and provide incentives for private land owners' 

participation to ensure biodiversity protection (Theobald & Hobbs 2002; Maestas et al. 
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2003; Higgins et al. 2007). Success will require consideration of the biodiversity goals 

and the biophysical and socioeconomic setting that allows balancing of human land use 

needs and ecological function (DeFries et al. 2007). 

A second take-home message is that a priori, ecologically determined conceptual 

models may be useful for framing ecological analyses. Using a conceptual model of the 

interactions within a s system to guide analysis may alter inference, and ultimately, alter 

management actions. Framing research with conceptual models does not necessarily 

require a complex model that incorporates all aspects of the system nor significantly 

more complex analysis methods. The use of conceptual models can be incorporated into 

tools with which managers are already comfortable to better illustrate and test possible 

conservation options. Conceptual models can serve as testable hypotheses themselves or 

as bounds for our inference, providing a reality check of results that do not come from 

directly testable research questions. Because many ecosystem management hypotheses 

can not be directly tested, land managers and conservation planners may find conceptual 

models useful to fill in gaps of missing data or testable interactions. The critical point is 

that managers and planners must acknowledge that the conceptual model and the 

statistical model they choose may affect their results and, ultimately, their management 

decisions. 

5.2 Future research directions 

One primary direction for improving and expanding my research would be to 

incorporate biodiversity data directly into the integrated vulnerability assessment 

presented in Chapter Two. Similarly, a more accurate depiction of habitat quality would 

greatly improve the assessment of changes to potential buffer lands surrounding 
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conservation areas as presented in Chapter Three. Both of these improvements suggest 

the need to test the models and methods presented here with finer-scale applications to 

provide conservation managers and planners with more immediately practical tools. 

Finer-scaled, richer land cover data, such as the use of the spatially explicit housing 

density data (Theobald 2005) used in Chapters Two and Three, would also benefit the 

research on hierarchical scales of land use and land cover influence on aquatic systems 

presented in Chapter Four. Combined with a distributed watershed flow model, more 

spatially explicit data on urban land uses would better account for the importance of 

spatial arrangement of land cover in the watershed (e.g., Strayer et al. 2003; King et al. 
/ 

2005). 

Synthesizing concepts from this dissertation into a local study using finer-scaled 

data would allow for two important and critical improvements for future work: (1) 

applying more detailed conceptual models of the spatial pathways linking anthropogenic 

stressors to neighboring ecological systems to guide analysis and (2) consideration of the 

paramount implications of climate change in conservation planning. 

Several recent studies in aquatic ecology have begun to confront detailed 

conceptual models of the transport processes linking anthropogenic stressors to aquatic 

integrity with spatial data. Combined with powerful statistical methods, these studies are 

shedding light on the ecological processes and pathways by which humans modify their 

environment (e.g., King et al. 2005; Novotny et al. 2005; Johnson et al. 2007). Perhaps 

the most exciting of these studies is by Burcher et al. (2007), wherein a path analysis 

statistical approach (Shipley 2000) is combined with a conceptual model of the cascading 

mechanisms of influence linking land cover to biotic aquatic endpoints. 
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These studies suggest the a new direction in ecology whereby conceptual models 

detail explicit ecological pathways - some transmitting medium that propagates 

anthropogenic stressors to an ultimate ecological consequence (Reiners & Driese 2004). 

Applying the models of ecological pathways as hypotheses about the system, future work 

empirically testing the strength of the pathways would both provide new insights in 

spatial ecology and inform decisions concerning ecosystem management. 

A potential synthesis of my dissertation work would be in developing a more 

ambitious and detailed model of multiple pathways that transport and translate land use-

associated stressors with indicators of aquatic integrity (Fig. 5.1). Such a model would 

incorporate the mechanisms of influence [the general processes that link cause and effect 

through space are the mechanisms of influence (after Reiners & Driese 2004)], as well as 

including both the proximal stressor mechanism that directly threatens aquatic integrity 

and the spatial transport mechanism that the original stressors follow. The transport 

mechanism could be represented by both a transporting vector (e.g., water, human, and 

wind transport, which include both an identifiable direction and a magnitude) and vector 

modifiers, such as landscape characteristics that may attenuate, amplify, or transform the 

stresses as they travel. Additionally, the model should include confounding factors, 

stressor entities in the study area that arise from sources not directly linked to 

urbanization but that require consideration to avoid spurious results. 

The conceptual model would then provide a priori hypotheses about the links 

between urbanization and a specific indicator of aquatic integrity which could be tested 

empirically. Several statistical methods lend themselves to this type of structured 

hypothesis testing (Johnson & Gage 1997), such as artificial neural networks (e.g., Olden 
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et al. 2006; Novotny et al. 2009), and structured equation modeling and path analysis 

(e.g., Burcher et al. 2007), both of which have become easier to implement with off-the-

shelf software programs. Another potential approach is the use of multilevel models, 

which account for different process interactions at different spatial scales (Wikle 2003). 

If an ecological process is occurring at different rates over different scales, it can be very 

difficult to specify the model at each scale. Hierarchical models attempt to reduce this 

complexity by decomposing the problem into a series of conditional models; for example, 

conditioning the behavior of the process at one spatial extent on the process at the larger 

spatial extent in which it is nested. Hierarchical models can be implemented using 

frequentist maximum likelihood methods, but a Bayesian framework provides advantages 

and reduced complexity (Wikle 2003). Further, Bayesian hierarchical methods can be 

used to account for problems specific to spatial, coarse-scale models including 

heterogeneity of sampling methods, spatial misalignment (e.g., fine-scale ecological data 

being compared to coarse-scale landscape measures), categorization uncertainty, 

particularly arising from the use of remotely sensed data, and spatially based latent 

processes (Mugglin etal. 2000; Hooten et al. 2003; Penttinen et al. 2003) 

A second extension of this research would be incorporate the implications of 

climate change. The research presented in Chapter Three looks at changes to the 

landscape structure surrounding protected areas resulting from increased urbanization. 

Although the research includes forecasts of future land use change, other landscape 

aspects are assumed to be temporally static. This is unlikely given current climate change 

projections (Hannah 2008). As discussed in Chapter Three, maintaining landscape 

connectivity is a critical tool for protecting biodiversity as landscapes become more 
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fragmented (Hilty et al. 2006). However, climate change will likely impact flora and 

fauna across a range of ecosystems, organizational hierarchies* and scales (Walther et al. 

2002), and it is estimated that some 15-37% of species are at risk of extinction from 

climate change (Thomas et al. 2004). Climate change and landscape connectivity are 

inextricably linked as species viability will depend on connectivity to allow for species 

range shifts and dispersal along changing climate gradients (Honnay et al. 2002). Given 

that land use conversion for residential development and associated impacts (e.g., roads 

and agricultural conversion) is another primary threat to species endangerment in the U.S. 

(Czech et al. 2000), the cumulative impact of climate change and development on 

connectivity is critically under-unexplored. The compounding threats could be 

simultaneously considered in a spatiotemporal approach to ensure that development does 

not close the door on conservation linkages necessary under a changing climate. 

One approach to combining effects from urbanization and climate change would 

be to identify contiguous "dispersal chains" between existing and future habitat across 

"time slices", T0, Ti, ..., Tn (Williams et al. 2005; Phillips et al. 2008). While this 

approach has been used to model seed dispersal in a binary system of suitable or 

unsuitable habitat, for application in terrestrial vertebrates, the variable habitat quality of 

the intervening matrix would also need to be considered (Taylor et al. 2006). Therefore, 

combining habitat suitability indexes based on dynamic vegetation models (which project 

biome extents under novel climates) with forecasts of increased housing density could be 

combined to identify the corridors for terrestrial species movement that would need to be 

maintained across both space and time. Forecasts of increased housing density could also 

incorporate influences of climate changed based on the recently created EPA set of 
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national land use scenarios that are consistent with Intergovernmental Panel on Climate 

Change global change story lines (EPA 2008). 
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Fig. 5.1. An example of a detailed conceptual model of the ecological mechanisms that 
transport and translate stressors associated with urbanization and influences to aquatic 
systems. 
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CHAPTER 6. REFLECTIONS ON MY PHD EXPERIENCE 

It is difficult to summarize my last six years as a doctoral student as merely an 

"experience." However, during my graduate education at Colorado State University, 

there have been a number of experiences, both positive and negative, that have shaped 

who I am as a scientist, and as a person. 

First, pursuing this PhD has allowed me to even consider myself a scientist. With 

a background in policy and management, it was my dissertation research that first 

introduced me to the scientific method. Although my research interests remain at the 

intersection of conservation science and applied conservation planning, my doctoral 

studies have greatly expanded my comfort with the scientific and quantitative methods. 

Several courses have provided invaluable guidance on identifying research questions and 

designing methods to address them, notably a landscape ecology course (taught by D.M. 

Theobald and B.R. Noon) and a course in ecosystem ecology (taught by B. Lauenroth 

and I. Burke). My interest in learning more about quantitative methods was largely 

thanks to a course in systems ecology (taught by N.T. Hobbs), which also led to my 

involvement with the Program for Interdisciplinary Mathematics, Ecology, and Statistics 

(PRIMES). Although adding at least a year to my graduate studies, the opportunity to 

have been involved with PRIMES was well worth it. 

Although one regret is not having taken additional quantitative courses, it was my 

research outside the classroom that provided the greatest opportunity for expanding my 
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knowledge of science and applicable methods; specifically, my failures in research taught 

me the most. I spent over two years refining my proposed research approach, only to find 

it was largely untenable. This experience showed me the importance of limiting the scope 

of one's research question, although this is an issue with which I will undoubtedly 

continue to grapple. I spent over a year wrestling with and learning Bayesian hierarchical 

modeling methods, only to recognize that it was not the appropriate method for the 

question. This experience reminded me to have the science drive the method, not visa 

versa. However, of the new tools I've learned, I have the best grasp of the Bayesian 

modeling despite it not appearing within the pages of this dissertation. I also feel 

fortunate to have had my first submitted manuscript rejected by a very esteemed journal. 

The comments I received from the reviewers were both technically insightful and 

provided valuable insight into the importance of how one should frame a research 

question. 

A highlight of my graduate school experience was the forging of new 

relationships, both personal and professional. Perhaps the greatest benefit from PRIMES 

was developing a cohort of ecologists, mathematicians, and statisticians that I can turn to 

with research questions. Working on a multi-disciplinary project for PRIMES revealed 

both the benefits and challenges of working with a cohort of scientists from other fields. I 

was forced to delve into the inner-workings of modeling software Ihad previously taken 

at face-vale, providing me with both a new skill and a new sense of confidence. I 

discovered that when working in a large group representing many interests and much 

expertise, the smallest detail could expand to an entire research project itself. I learned to 

communicate more carefully, not assuming that others implicitly understood ecology, 
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GIS, or spatial statistics terms. Overall, I found the process of interdisciplinary research 

stimulating because it afforded the group the capacity to expand research into new 

directions that no one person had the skills to tackle. A regret of my PhD experience is 

that I did not find more opportunities for collaborative work. 

One negative was that I found my doctoral studies to be relatively isolating. 

Although I work in a field that is considered interdisciplinary, I often worked alone. This 

is undoubtedly related to having been a non-traditional student and having moved away 

two years prior to completion of my PhD. But I also believe there is a fundamental need 

for my college to provide a better foundation for active intellectual community that 

includes graduate students. During my tenure in Fort Collins, I worked with other 

students to change this; I hope this effort continues. 

There were numerous technical difficulties in my research. My computer crashed 

a lot. I constantly ran out of data storage space. My taus never converged. I could not 

obtain the necessary data. Yet, by far my greatest challenges were personal in nature. I 

discovered that my tendency for very broad-scale thinking was great for policy, but 

potentially hindered my ability to ask tractable research questions. I learned my passion 

for conservation and teaching also make me sensitive to rejection. I learned I need to 

exercise and take vacations to maintain my intensity/Most importantly, I learned that if I 

can teach a new course, read for my upcoming post-doc, and raise a toddler with my co-

parent working insanely as a new faculty member - if I can do that AND put in a final 

push to complete my dissertation - 1 can do anything. I just need to embrace humor, 

frozen food, and a dirty house. Thank you to everyone who supported me in this 

"experience." 
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Publicly available GIS data locations 

Chapter 2 ' 
California Resource Agency's Legacy Project (2004; obtained from The Nature 
Conservancy) 
Census 2000 population data http://www.census.gov/rnain/www/cen2000.html 
Census 2000 urban areas http://www.census.gov/geo/www/garm.html 
CoMap http://www.nrel.colostate.edu/proiects/comap/ 
South Dakota GAP Analysis Program (2002; obtained from South Dakota Fish and 
Wildlife Research Unit) 
ESRI StreetMap Dataset (CD-ROM; see ESRI 2005) 
Mines data http://mrdata.usgs.gov 
National Land Cover Dataset 2001 http://www.mrlc.gov/ 
Oil and Gas Wells data http://energv.cr.usgs.gov/oilgas/noga/ 
Protected Area Database http://www.consbio.org/what-we-do/protected-areas-database-
pad-version-4 
The Nature Conservancy, Managed areas for New England (2006; obtained from The 
Nature Conservancy) 

Chapter 3 
Same as Chapter 2 

Chapter 4 
Digital Elevation Model http://seamless.usgs.gov/index.php 
Maryland Biological Stream Survey data 
http://mddnr.chesapeakebav.net/mbss/search.cfm 
National Hydrography Dataset http://nhd.usgs.gov/index.html 
National Land Cover Dataset 1992 http ://www.mrlc. gov/ 
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