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Irene Qualters NSF: http://slideplayer.com/slide/8972645/

Presenter
Presentation Notes
Group helps to navigate this complex environment
Campus champions for Compute
Research Data Services
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Presenter
Presentation Notes
Campus very distributed
Creating centralized services where it makes sense
Other data providers – National Snow and Ice Data Center
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Presenter
Presentation Notes
NSF CC*IE grant.  Separates research and other traffic at CU border.  2x 40Gbps core network.  10Gbps to individual research groups.
Physics Engement
Difficulty to work this through
Support from the administration
Learning experience to work with the rest of OIT – budget 
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Startup - growing 
Regional condo using the CC* call
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Proposal with 
Libraries – Dean of the libraries
National Snow and Ice Data
Museum of Natural Sciences
Physics


Emphasize data management services
Faculty pay for storage
Active
archive
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Presenter
Presentation Notes
Laptop delivers about 200,000 core hours a year
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Presenter
Presentation Notes
Advise on repositories
Strategy is to use community based repositories as much as possible

Alice exercise – she could help with RC
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Research Data Executive Committee
Oversight for RDS
RDS staff
Senior Associate Dean of Libraries
Director Research Computing
Associate Vice Chancellor for Research
Research Data Advisory Committee
Research scientists, Faculty, etc
Provide strategic direction
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Presenter
Presentation Notes
Challenge participation dropped significantly

Workshops – looking at how participation in workshop improved their data management plans
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Presenter
Presentation Notes
ducation and Training, Data Management, Digital Scholarship, and Cyberinfrastructure.
Culture 
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Presenter
Presentation Notes
Boise State University
Colorado School of Mines 
Colorado State University  
Idaho National Lab
 Idaho State University
 Montana State University 
NCAR - The National Center for Atmospheric Research  
NREL - The National Renewable Energy Lab  
NOAA - The National Oceanic and Atmospheric Administration  
United States Geological Survey (USGS) 
University of Colorado Boulder 
University of New Mexico 
University of Utah
 University of Wyoming


http://www.rmacc.org/
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Image from https://www.globus.org/sites/default/files/landing_page/illustration-globus-for-researchers002%402x_0.png

Presenter
Presentation Notes
Globus is supported by funding from the Department of Energy, the National Science Foundation, and the National Institutes of Health. We are actively pursuing ways to become sustainable such as offering Globus Provider plans to institutions.
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Image from https://www.globus.org/sites/default/files/how_it_works-sharing@2x.png

Data sharing enabled on PetaLibrary

Presenter
Presentation Notes
Enhance collaboration with other researchers, without requiring them to have accounts on your systems.
Save money by sharing data from where it already is—no need to move it to the cloud just to share it.
Maintain security and access controls as defined by your resource provider.

Select the folder you wish to share.
Select whom you want to share the folder with.
Set read/write permissions.
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Image from https://www.globus.org/sites/default/files/how_it_works-publishing2%402x_0.png

Not a service for CU-Boulder’s researchers yet
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Presenter
Presentation Notes
One of the grand challenges of data-intensive science is to facilitate knowledge discovery by assisting humans and machines in their discovery of, access to, integration and analysis of, task-appropriate scientific data and their associated algorithms and workflows. Here, we describe FAIR - a set of guiding principles to make data Findable, Accessible, Interoperable, and Re-usable.
To be Findable:
F1. (meta)data are assigned a globally unique and eternally persistent identifier.
F2. data are described with rich metadata.
F3. (meta)data are registered or indexed in a searchable resource.
F4. metadata specify the data identifier.
To be Accessible:

A1  (meta)data are retrievable by their identifier using a standardized communications protocol.
A1.1 the protocol is open, free, and universally implementable.
A1.2 the protocol allows for an authentication and authorization procedure, where necessary.
A2 metadata are accessible, even when the data are no longer available.

To be Interoperable:

I1. (meta)data use a formal, accessible, shared, and broadly applicable language for knowledge representation.
I2. (meta)data use vocabularies that follow FAIR principles.
I3. (meta)data include qualified references to other (meta)data.

To be Re-usable:

R1. meta(data) have a plurality of accurate and relevant attributes.
R1.1. (meta)data are released with a clear and accessible data usage license.
R1.2. (meta)data are associated with their provenance.
R1.3. (meta)data meet domain-relevant community standards.

https://www.force11.org/group/fairgroup/fairprinciples
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One of the grand challenges of data-intensive science is to facilitate knowledge discovery by assisting humans and machines in their discovery of, access to, integration and analysis of, task-appropriate scientific data and their associated algorithms and workflows. Here, we describe FAIR - a set of guiding principles to make data Findable, Accessible, Interoperable, and Re-usable.
To be Findable:
F1. (meta)data are assigned a globally unique and eternally persistent identifier.
F2. data are described with rich metadata.
F3. (meta)data are registered or indexed in a searchable resource.
F4. metadata specify the data identifier.
To be Accessible:

A1  (meta)data are retrievable by their identifier using a standardized communications protocol.
A1.1 the protocol is open, free, and universally implementable.
A1.2 the protocol allows for an authentication and authorization procedure, where necessary.
A2 metadata are accessible, even when the data are no longer available.

To be Interoperable:

I1. (meta)data use a formal, accessible, shared, and broadly applicable language for knowledge representation.
I2. (meta)data use vocabularies that follow FAIR principles.
I3. (meta)data include qualified references to other (meta)data.

To be Re-usable:

R1. meta(data) have a plurality of accurate and relevant attributes.
R1.1. (meta)data are released with a clear and accessible data usage license.
R1.2. (meta)data are associated with their provenance.
R1.3. (meta)data meet domain-relevant community standards.

http://dx.doi.org/doi:10.18126/M2BC7S
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Presenter
Presentation Notes
Creating a code of conduct around data
Creating standards 
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http://d0.awsstatic.com/events/aws-hosted-
events/2015/WWPS/Miscellaneous/440x303_NEXRAD-
graphic_Yellow-v2.png

NOAA Big Data Initiative
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VIIRS data

Ecoregion data

Colorado water body data

Presenter
Presentation Notes
The 3Vs have been expanded to other complementary characteristics of big data:[19][20]
Volume: big data doesn't sample; it just observes and tracks what happens
Velocity: big data is often available in real-time
Variety: big data draws from text, images, audio, video; plus it completes missing pieces through data fusion
Veracity: uncertainty of data
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Presentation Notes
http://opendata.cern.ch
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