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ABSTRACT

SYSTEMS AND OPERATIONAL MODELING AND SIMULATION TO ADDRESS

RESEARCH GAPS IN TRANSPORTATION ELECTRIFICATION

Transportation electrification is increasingly thought of as a necessity in order to mitigate the

negative effects of climate change and this has recently resulted in large investments, within the

US and globally, into green transportation technology. In order to ensure that the electrification

transition of the transportation sector is carried out in an efficient and effective manner, it is

important to address key research gaps. The proposed research involves addressing 4 important

research gaps related to electrification in the transportation sector. The four research gaps

addressed are quantifying the energetic benefits which may be achieved via the use of Connected

Autonomous Vehicle (CAV) technology to enable optimal operational and dynamic control in

Electric Vehicles (EVs), the quantification of the operational inconvenience experienced by Battery

Electric Vehicle (BEV) users compared to Internal Combustion Vehicle (ICV) users for given

infrastructural parameters, and quantification of the potential economic competitiveness of BEVs

for Heavy Duty (HD) Less Than Truckload (LTL) fleets. The identified research gaps are addressed

via quantitative, data-based, and transparent modeling and simulation. In the first two cases,

comprehensive simulation experiments are conducted which show both the potential energetic

improvements available as well as the best methods to achieve these improvements. In the second

case, a novel method is developed for the quantification of operational inconvenience due to

energizing a vehicle and an empirical equation is derived for estimating said inconvenience based

on vehicular and infrastructural parameters. The empirical equation can be deployed on a geo-

spatial basis in order to provide quantitative measures of BEV inequity of experience. In the last

case a novel, data-driven simulation based Total Cost of Ownership (TCO) model for class 8 BEV

tractors is developed and used to project economic competitiveness in the near and medium term

ii



future. Findings from the proposed research will provide critical information for industry and

policy-makers in their mission to enable an efficient and equitable transportation future.
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Chapter 1

Introduction

1.1 Motivation

Electrification in the transportation sector is an increasing priority in the US and across the

globe. In the US, 27% of Green-House Gas (GHG) emissions originate from the transportation

sector [1] and these GHGs contribute to global climate change and various human health impacts

[2]. Simply reducing the output of the transportation sector is not an economically viable option.

The transportation sector is the backbone of the modern economy and thus it is critical to develop

a high capacity, sustainable, and equitable transportation sector for the future.

Vehicular electrification contributes a potential solution to this problem (in cooperation with

de-carbonization in power generation) but, as of yet, the vast majority of vehicles on the roads in

the US and the vast majority of new vehicle sales remain Internal Combustion Vehicles (ICVs) [3].

Recently, the US government and prominent US Original Equipment Manufacturers (OEMs) have

announced ambitious plans to see 50% of new Light Duty (LD) vehicle sales be Electric Vehicles

(EVs) by 2030 [4]. The US government plan includes $174 billion of investment in vehicle

electrification as well as $7.5 billion in direct and indirect investment into Electric Vehicle Support

Infrastructure (EVSE) infrastructure [5]. These funds will have a positive impact, but significant

research gaps remain in the field of vehicular electrification, and until these are addressed, planners

can only work with incomplete information.

A second potential solution is presented by connected autonomy. Modern and near future

technologies in the areas of sensing, communications, and processing increasingly enable the

practical deployment of highly optimized intelligent transportation components. Connected

Autonomous Vehicles (CAVs), intelligent infrastructure, and optimal logistics provide the potential

for significant reductions in energy consumption and emissions while maintaining or improving
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system capacity [6–8]. Questions remain as to how best leverage the opportunities given by

connected autonomy in order to meet broader transportation system goals.

Knowledge gaps that exist at the intersection of electrification, connectivity, and automation

provide roadblocks towards continued progress. Fortunately, much can be learned through

application of modeling and simulation and data analysis in order help fill the gaps. To maximize

the benefits of electrified transportation, this dissertation research improves the efficiency of

individual vehicles using optimal control, accelerates adoption of Battery Electric Vehicles (BEVs)

by improving the ownership experience, and demonstrating the improved economics of Medium

Duty (MD) fleet vehicle ownership.

1.2 Identification of Research Gaps

The following research gaps were identified as critical for the mission of this research.

1.2.1 Research Gap 1

Hybrid Electric Vehicle (HEV) Optimal Operational Control with Real Velocity Predictions

Connected vehicular autonomy may play an important role in increasing vehicular efficiency,

especially in the context of urban driving. Advanced Driver Assistance System (ADAS) technology

has seen rapid market penetration due to its potential to bring safety and convenience benefits

to customers [9–11]. Further developments in connectivity and autonomy may lead to the

commercialization of CAVs which will, in turn, enable the application of optimal control on a real-

time basis. Vehicular optimal control is a well studied subject but generally treated in a scholastic

manner as an application case for optimal control theory. Information on the effectiveness and

practicality of vehicular optimal operational (relating to the operation of the powertrain for a given

motion trace) and dynamic (relating to the motion of the vehicle) control remains at a shortage.

CAV technology can be used to improve the efficiency of an individual vehicle in two principle

ways.
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One way in which CAV technology can improve vehicular efficiency is through the optimal

operational control of HEVs and Plug-in Hybrid Electric Vehicles (PHEVs) through the application

of Velocity Prediction enabled Optimal Energy Management Strategies (VP-OEMS). VP-OEMSs

use predictions of future vehicle velocity to inform an optimal solver which generates an optimal

operational strategy. This process has been the subject of active research since the first publication

in 2001 [12]. Note that in the current transportation environment, perfect future velocity prediction

is not possible. To address this issue, researchers have used Model Predictive Control (MPC)

which, in this context, is the application of Dynamic Programming (DP) optimization to fixed

length prediction windows. Research on this topic has demonstrated that perfect velocity prediction

is not required [13], and that even heuristic approaches which rely on acceleration event prediction

can be used [14, 15] to achieve improvements in FE. High-fidelity prediction of future vehicle

velocity is presently achievable through the employment of Machine Learning (ML) and Artificial

Neural Network (ANN) methods and CAV technology [16–24]. In order to facilitate real world

implementation, certain specific research gaps must be addressed. One such research gap,

as defined in [25] is the quantification of the performance of VP-OEMS with actual velocity

predictions. To the author’s knowledge, no comprehensive study addressing this research gap

exists to date. This research gap will be addressed by collecting a real-world Advanced Driver

Assistance System (ADAS) and Vehicle to Everything (V2X) dataset for an urban CAV, using

this dataset to evaluate methods of generating velocity predictions, using these velocity predictions

to define optimal operational controls, and, finally, evaluating the efficiency gains attained using

Autonomie simulations.

1.2.2 Research Gap 2

Comprehensive Comparative Study of Eco-Driving Trace Solver Methodology

The second way in which CAV technology can be used to improve vehicular efficiency is via

optimal dynamic control. Eco-Driving, which is a strategy designed to reduce fuel consumption by

minimizing accelerations has been well known and has been shown to be effective when employed
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by human drivers [26]. Eco-Driving is taught as a part of drivers’ education in Singapore and has

resulted in a Energy Economy (EE) improvement of 11% to 15% there [27]. Differences in culture,

infrastructure, and available technology will play a major role in determining the effectiveness of

efforts to promote Eco-Driving. For example, vehicular autonomy and CAV technology provide an

increased opportunity for the application of Eco-Driving strategies because they circumvent driver

acceptance/training issues. When compared to a human driver (i.e. manual Eco-Driving), a CAV

has the ability to follow optimal trajectories more precisely and can take into account information

which is beyond line-of-sight.

Compared to manual Eco-Driving, autonomous Eco-Driving yields the following potential

benefits:

• Ability to precisely follow optimal energy traces;

• Ability to account for traffic information which is beyond line-of-sight;

• Ease and scalability of implementation;

When developing and applying an autonomous Eco-Driving system, the manner in which an

Eco-Driving algorithm generates the trace for the vehicle to follow will have a major impact on the

effectiveness of the algorithm. Much research has been conducted in this space in recent years and

a great variety of solutions have been put forward in the literature. The reason for this diversity is

the complicated nature of the problem and the many dimensional design space which results from

it. To the author’s knowledge, no comprehensive, comparative study exists. This research gap will

be addressed by summarizing and subdividing Eco-Driving Control (EDC) strategies, defining a

framework for practical implementation of solver methods, implementing a selection of common

methods, and evaluating these methods in terms of performance and practicality using real-world

data [28].
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1.2.3 Research Gap 3

Quantification of BEV Operational Inconvenience and Sensitivity Analysis for Contributing

Factors

The US government and US OEMs have recently set ambitious goals for BEV market

penetration [4]. These targeted efforts should help accelerate the growth of the BEV market

share which remains small [3]. Although economic factors are important in individual car buying

decisions, evidence suggests that consumers also strongly weight inconvenience in their decision

making process. Several studies from around the world [29–31] have found that inconvenience,

or perception of inconvenience, related to BEV range and charging play a large part in individuals

deciding whether or not to purchase BEVs. Concerns about BEV operational inconvenience are

founded in several realities related to vehicular energizing (charging or fueling) namely BEV range

and charging times.

Historically, low BEV adoption rates have rendered the energizing inconvenience issue a low

priority as most BEV owners primarily charged at home [32]. Public and private supercharging

networks have also made long distance BEV travel increasingly feasible in recent years [33].

However, as adoption increases, and BEVs penetrate non-luxury car markets, the model of BEV

owners living in single unit dwellings will become less relevant and public infrastructure will

become increasingly important.

The importance of public infrastructure for various potential BEV market segments has been

recognized and funding for rapid development of said infrastructure has been approved [34] but

several key questions remain to be answered:

1. What are the ultimate relative operational inconveniences for BEVs vs ICVs for those who

can charge at home and those who cannot?

2. What are the relative merits of DC Fast Charging (DCFC) infrastructure vs DC Level 2

(LVL 2) charging infrastructure help reduce the inconvenience of BEV operation, especially

for vehicle operators who cannot charge at home?
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3. What level of EVSE infrastructure rollout, if any, is sufficient to achieve convenience parity

for BEV operators?

4. What are the implications of EVSE infrastructure on BEV equity and energy justice?

In order to answer these questions, a fundamental research gap must be addressed, namely how

to evaluate the inconvenience associated with BEV operation. This gap is addressed via a flexible

data-based method for evaluating energizing inconvenience which is applicable to any vehicle

regardless of powertrain type and thus allows for direct comparisons between different vehicles and

different conditions of operation. The method uses longituidnal itinerary data and DP energizing

scheduling to produce optimal (least inconvenient) energizing traces for a set of vehicles given

assumptions about energizing infrastructure. Using national datasets, an empirical equation is then

fitted which relates contributing factors such as vehicle design and EVSE infrastructure access to

inconvenience experienced. Finally this equation is applied on a geo-spatial basis using publicly

available data in a scalable manner. The resulting information is used to answer the enumerated

questions.

1.2.4 Research Gap 4

Class 8 Less Than Truckload (LTL) Fleet BEV Replacement Potential Assessment and

Sensitivity Analysis

Our modern economy could not exist without the heavy LTL trucking sector. The US economy

relies on a fleet of nearly 40 million commercial trucks which move more than 70% of the nation’s

freight tonnage [35] and are responsible for 17.2% of US GHG emissions [36]. About 4 million

of these trucks are class 8 tractors [37] which haul the most freight per vehicle and have the

highest energy consumption rates. In order to mitigate the impact that this sector has on the global

environment, new technologies and infrastructure investments must be explored. One possible

solution is the partial or full electrification of the sector.

As EV technology progresses, the opportunity to electrify larger and heavier duty vehicles

has and will continue to grow. Compared to LD electrification, Heavy Duty (HD) electrification
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presents many additional difficulties. The additional difficulties relate to battery technology and

economics. Although LD BEVs often have shorter ranges, higher purchase prices, and weigh

more than equivalent ICVs the differences are comparatively small. BEV range, purchase price,

and weight are driven by battery capacity. Battery technology has progressed majorly in the past

15 years which has resulted in greater specific energies and lower prices on the cell and pack

level. There is evidence that Lithium-Ion (Li-Ion) battery technology may be approaching maturity

and that further gains will be achieved more in manufacturing and recycling than fundamental

technological advancements. At the same time, raw materials needed for battery production may

become more scarce as production increases. Benefits of high scale manufacturing will accrue for

high volume production battery packs such as those used in LD vehicles to a greater degree than

for low volume battery packs such as those used in HD vehicles. Economic factors of production

indicate that purchase prices for HD BEVs will remain high compared to equivalent ICVs.

However, BEVs are cheaper to operate than ICV and thus are more competitive in Total

Cost of Ownership (TCO) than in purchase price. For class 8 tractors, around 90% of TCO is

from operational costs. Because LTL fleets are large businesses they will be more sensitive to

periodical costs and TCO than to purchase price. The opportunity, thus, exists for BEVs to become

competitive in certain market niches. It is not trivial to predict what or how numerous these niches

will be, comprehensive modeling is needed in order to identify them.

Existing analysis is overly simplistic in the evaluation of BEV manufacturing and operational

costs in several ways. First, existing research often bases battery cost modeling for HD vehicles on

pricing data for LD vehicles [38–42]. Battery packs for HD vehicles are specialist equipment

and will be produced in much lower volume. Thus it is not reasonable to assume that price

per unit storage will scale linearly. Second, current analysis fails to model charging dynamics

with sufficient detail [38]. BEV operations are more heavily impacted by energizing than ICV

operations due to the longer times required for charging and the incentives to charge at low rates.

The cost of charging will also be effected by the time-of-day in which the charge occurs. It is

common for BEV replacement literature to assume that all charging must occur during long dwells
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and that certain long itineraries are infeasible [43–45]. However, fast charging is increasingly

available and thus these long itineraries are feasible if more expensive and time consuming. More

detailed modeling and data driven analysis is required to address these gaps.

1.3 Research Questions and Tasks

The thrust of this research is to gain a greater understanding of the potential for future EVs

in terms of capabilities of the individual vehicles, the market for said vehicles, and the equity

impacts of an electric transition. EV technology presents a solution to many issues in relation to

the transportation sector but also potential drawbacks. Dissertation research will advance the state

of the art by answering the following research questions.

1.3.1 Research Question 1

What energetic benefits can be attained for CAV EVs through the application of

infrastructure communication-enabled real-time optimal control?

The future vehicle fleet is expected to be characterized by both an increasing proportion of EVs

and of CAVs. The presence of automotive connectivity and increasing on-board computational

capabilities allow for dynamic (relating to the motion of the vehicle) as well as operational

(relating to the operation of the powertrain for a given motion trace) optimization to be carried

out and applied in real-time. Dynamic and operational optimal control present the opportunity to

meaningfully improve the efficiency of EVs if these can be carried out in real-time. The following

are research tasks associated with RQ1:

• RQ1.T1 - Assessment of performance and real-time control feasibility of operational

optimal control for HEVs using experimentally derived (real-world) driving data

Operational optimal control of HEV has been well studied in academia as a case study for

various optimal control methods. Implementation of prediction-enabled Optimal Energy

Management Strategies (OEMS) require high fidelity prediction of vehicle motion and

the efficient evaluation of the control. Research gaps towards implementation identified
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in [25] include evaluating the performance of Predictive Optimal Energy Management

Strategies (POEMS) with real velocity predictions. Identifying methods which allow for the

performance and run-time of prediction enabled OEMS for HEVs with real predictions to

meet acceptable levels for real-time implementation will allow for development to progress

to the prototype phase.

• RQ1.T2 - Assessment of performance and real-time control feasibility of dynamic

optimal control for EVs. Like operational control of HEVs, dynamic optimal control has

been extensively studied as an optimal control problem with a variety of optimal controls,

heuristics, and metaheuristics applied to the problem. The diversity of approaches is

combined with a corresponding diversity in problem framing. In order to evaluate which

way to proceed for prototyping and, ultimately, implementation, a comprehensive framing

of the problem must be realized and, along with real-world data, used to evaluate the various

controls proposed in literature.

The results of these tasks will define the optimal cost functions, real time capabilities and

optimal performance of all of the proposed algorithms available in literature. These types of results

will have value to the research community and industry in guiding their implementation of POEMS

in the novel application of CAV EVs.

1.3.2 Research Question 2

What effects do factors such as vehicle range and the availability of various charging options

have on BEV operational inconvenience?

Short, medium, and long terms goals to increase BEV sales in the US face the issue of the

inconvenience, or perception of inconvenience, associated with operating a BEV. Underlying

realities of energy storage and the physics of charging batteries dictate that BEVs will have less

range and require longer to energize than equivalent ICVs. As the US government embarks on an

ambitious program to increase the penetration of EV charging networks, questions remain as to
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how best invest the capital in terms of increasing BEV market share and minimizing inequity of

experience. The following research tasks are associated with RQ2:

• RQ2.T1 - Definition of a quantitative metric for inconvenience associated with

operating a BEV. Deriving an applicable definition of inconvenience is the first step in

quantifying and calculating it. Much research has been conducted in the transportation field

into minimizing inconvenience for large groups down to individual agents. A survey of

literature must be conducted and a quantitative metric for inconvenience defined.

• RQ2.T2 - Definition of a method for calculating the inconvenience associate with

operating a BEV. A method must be derived for calculating inconvenience experienced

given vehicular itinerary information for an individual BEV operator. Such a method

should be sufficiently flexible as to allow for evaluation of theoretical inconvenience

values for the same itinerary with different vehicular and energizing conditions. Should

a robust and flexible method be derived, experiments on the effects of various vehicular and

infrastructural parameters can be performed.

• RQ2.T3 - Determination of the effects of vehicular parameters and the availability

or unavailability of various charging options on BEV operational inconvenience.

Variations in vehicle particulars and charging availability will dictate that different people

will experience different levels of inconvenience for the same driving behavior. BEVs will

have various full-charge ranges and certain people will have the ability to charge at home

reliably while others will not. Additionally, the availability of LVL 2 chargers at common

destinations such as shopping centers, supermarkets, gyms, large workplaces, and others

and proximity to dedicated DCFC stations will vary geographically. Geographic and socio-

economic differences may lead to significant inequity of experience for BEV operators and

it is imperative to understand what the effects of underlying factors are in order to be able to

effectively minimize the issue.
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• RQ2.T4 - Scalable application of quantitative inconvenience metric on a geo-spatial

basis. In order to understand the impacts of vehicular technology and EVSE infrastructure

on BEV operational inconvenience an method of quickly computing expected inconvenience

score for geometric units should be developed. This geo-spatial application will allow

individuals to understand how home location will impact their experience, planners

to directly evaluate proposed EVSE infrastructure, and interest groups to identify and

understand resulting inequities.

Having completed this research, a significantly greater understanding of the experiences of

BEV operators in the present and future and what factors underlie these experiences will be gained.

The knowledge gained can be used in order to gain a quantitative understanding of infrastructural

impacts on BEV equity and energy justice and make way for a green and equitable transportation

future.

1.3.3 Research Question 3

In what market niches will future class 8 BEV semi-tractors be competitive with ICV

equivalents and what impacts will design and operational factors have?

The Medium Duty / Heavy Duty (MD/HD) fleet represents only 4% of US vehicle registrations

but accounts for a quarter of yearly fuel use [46] . Within this group, the most efficient on a per-ton-

mile basis are class 8 tractors. Class 8 tractors are also consider to be relatively difficult to electrify

due to energy and power requirements. This research asks the question: what are potential market

niches in which class 8 BEV tractors can be competitive and what factors underlie this.

• RQ3.T1 - Development and validation of class 8 tractor BEV and ICV TCO model.

In order to perform comparative evaluations validated models for class 8 tractors with

combustion and electric powertrains must be developed. The current state-of-the-art model

for vehicle TCO is National Renewable Energy Laboratory (NREL)’s TEMPO. TEMPO

contains flawed assumptions but provides a good comparison point. The developed model’s

results should match TEMPO results when the same assumptions are used.
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• RQ3.T2 - Development of realistic battery pricing models for class 8 BEV tractors.

Rather than relying on LD pricing data alternative sources of pricing information will be

found. These sources which may derive from fundamental modeling, OEM data, or a

combination of the two will inform a realistic battery pricing model for the low volume

class 8 battery packs.

• RQ3.T3 - Development of data-based, intelligent charging pricing and timing model

for class 8 BEV tractors. In order to truly understand what BEV operators will pay for

electricity it is necessary to perform data-based modeling. Prices of electricity vary by

location, time, and rate. A flat price will not sufficiently capture the dynamics and may

under or over state BEV competitiveness. The developed model will use real-world class

8 truck itineraries and optimal charging simulation to understand the real prices paid for

electricity.

• RQ3.T4 - Identification of competitive market niches for future class 8 BEV tractors

and analysis of contributing factors. With the new models developed in the previous

research tasks an analysis will be performed to identify where future class 8 BEV tractors

may become competitive with ICV equivalents. Because the cost modeling developed will

necessarily be subject to assumptions a sensitivity analysis with respect to these will be

conducted.

The results of the outlined research tasks will be a novel and comprehensive new understanding

of the potential for electrification which exists in the HD fleet. This new knowledge can be used to

inform fleet operators, OEMs, and utilities on directions for future development.

1.4 Organization of Chapters

The research conducted towards this dissertation is presented in 5 chapters. Chapter 2 describes

work conducted towards addressing Research Gap 1 and contains research task RQ1.T1. Chapter 3

describes work conducted towards addressing Research Gap 2 and includes research task RQ1.T2.
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Chapters 4 and 5 describe work conducted towards addressing Research Gap 3 and comprise of

research tasks RQ2.T1, RQ2.T2, RQ2.T3, and RQ2.T4. Chapter 6 describes work conducted

towards addressing Research Gap 4 and in made up of research tasks RQ3.T1, RQ3.T2, RQ3.T3,

and RQ3.T4. These chapters are followed by a summary conclusion in Chapter 7.
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Chapter 2

Development and Evaluation of Velocity Predictive

Optimal Energy Management Strategies in and

Connected Hybrid Electric Vehicles

2.1 Preface

This chapter is derived from [47] which was primarily authored by this dissertation’s author.

Significant contribution was provided by Tushar Gaikwad in the prediction method analysis [48]

and by Dr. Zach Asher in conceptualization and presentation. Important material support for data

collection was provided by the EcoCAR Mobility Challenge. The content of the paper addresses

RQ1.T1. RQ1 focuses on determining what energetic benefits can be attained for Connected

Autonomous Vehicles (CAVs) through the application of infrastructure connected optimal control.

In this chapter the focus is on velocity-prediction enabled optimal energy management strategies

for Hybrid Electric Vehicles (HEVs). Predictive optimal control has been long studied but recent

advances in machine learning have made the framework more feasible as high fidelity predictions

have become increasingly possible. The work in this chapter is a comprehensive study which

serves to evaluate how high-fidelity velocity predictions can best be attained and what information

is needed to attain them and follows with what energetic benefits can be attained by using these

predictions for optimal control.

2.2 Overview

In this study, a thorough and definitive evaluation of Predictive Optimal Energy Management

Strategies (POEMS) applications in connected vehicles using 10 to 20-second predicted velocity

is conducted for a HEV. The presented methodology includes synchronous data-sets gathered in

Fort Collins, Colorado using a test vehicle equipped with sensors to measure ego vehicle position
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and motion and that of surrounding objects as well as receive Infrastructure to Vehicle (I2V)

information. These data-sets are utilized to compare the effect of different signal categories

on prediction fidelity for different prediction horizons within a POEMS framework. Multiple

Artificial Intelligence (AI) and Machine Learning (ML) algorithms use the collected data to output

future vehicle velocity prediction models. The effects of different combinations of signals and

different models on prediction fidelity in various prediction windows are explored. All of these

combinations are ultimately addressed where the rubber meets the road: Fuel Economy (FE)

enabled from POEMS. FE optimization is done using Model Predictive Control (MPC) with a

Dynamic Programming (DP) optimizer. FE improvements from MPC control at various prediction

time horizons are compared to that of Full Cycle Dynamic Programming (FC-DP). All FE results

are determined using high-fidelity simulations of an Autonomie 2010 Toyota Prius model. The FC-

DP POEMS provides the theoretical upper limit on FE improvement achievable with POEMS but is

not currently practical for real world implementation. Perfect Prediction Model Predictive Control

(PP-MPC) represents the upper limit of FE improvement practically achievable with POEMS. Real

Prediction Model Predictive Control (RP-MPC) can provide nearly equivalent FE improvement

when used with high-fidelity predictions. Constant Velocity Model Predictive Control (CV-MPC)

uses a constant speed prediction and serves as a "null" POEMS. Results showed that RP-MPC,

enabled by high-fidelity ego future speed prediction, led to significant FE improvement over

baseline nearly matching that of PP-MPC.

2.3 Introduction

Improving FE is a critical goal to reducing climate change and air pollution. The transportation

sector is responsible for 27% of all greenhouse gas emissions produced globally and more than

50% of nitrogen oxide emissions [1]. Recent studies show that greenhouse gas emissions are a

significant contributor to global climate change [2] and lowered life expectancy in many countries

[49]. Greenhouse gas emission levels are directly related to the FE of vehicles; reducing total
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miles driven is a difficult-to-implement and politically controversial goal, thus much research into

methods to improve vehicle FE has been performed [50].

A critical component of improving FE is vehicle electrification. Recently, HEV and Plug-in

Hybrid Electric Vehicle (PHEV) have been widely researched because of their greater potential to

increase FE and emissions over that of conventional Internal Combustion Engine (ICE) vehicles

[51]. However, currently available HEVs do not operate optimally [52].

In addition to advancements in powertrain technology, recent developments in the automotive

industry have led to huge advancements in CAV technology. Advanced Driver Assistance System

(ADAS) technology has seen rapid market penetration due to its potential to bring safety and

convenience benefits to customers [9–11]. Automation (i.e. ADAS) and connectivity (i.e. CAV)

technology are critical technologies not only for safety and commercialization of autonomous

vehicles but also for energy efficiency through implementation of POEMS on HEVs and PHEVs

which can increase their FE and reduce their emissions [12, 15, 53–55].

POEMS use predicted vehicle velocity (enabled through ADAS [56] and connectivity) as an

input to optimal control. The optimal solution output is then used as an input to the vehicle plant,

ideally an HEV or PHEV due to the additional operational degrees of freedom [25]. This process

has been the subject of active research since the first publication in 2001 [12]. Note that in the

current transportation environment, perfect future velocity prediction is not possible. To address

this issue, researchers have used MPC which, in this context, is the application of DP optimization

to fixed length prediction windows. Research in this space has demonstrated that perfect velocity

prediction is not required [13], and that even heuristic approaches which rely on acceleration

event prediction can be used [14, 15] to achieve improvements in FE. Although it is worth noting

that these FE improvements are modest compared to those theoretically achievable with prefect

prediction of vehicle velocity. High-fidelity prediction of future vehicle velocity is presently

achievable through the employment of ML and Artificial Neural Network (ANN) methods and

CAV technology [16–24]. Despite all of this research, a thorough investigation of the datasets

and prediction models’ effect on vehicle FE (the full system) has not been conducted. The latest
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research has explored the effect on velocity prediction error metrics rather than resultant vehicle

FE [24, 48].In order to facilitate real world implementation, certain specific research gaps must be

addressed; these research gaps are defined in [25] as:

1. Performance of Optimal EMS with Actual Velocity Predictions

2. Performance of Optimal EMS when Subjected to Disturbances

3. Performance of Optimal EMS in Real Vehicles

To the author’s knowledge, this paper represents the first comprehensive study fully addressing

Research Gap 1. Previous research in the area of POEMS has focused on select aspects of Research

Gap 1 but no comprehensive study has been performed which concerns the use of real-world data

and real-time prediction methods in POEMS. This study, being such a comprehensive analysis,

allows for research to progress towards other aspects of implementation namely Research Gaps 2

and 3. Previous research in this area is summarized as follows. The efficacy of predictive Optimal

EMS for improving efficiency in HEVs was first shown in 2001 in [12] utilizing perfect prediction.

In 2008 velocity prediction was introduced to the literature in [57] which used an analytical traffic

based velocity prediction model. In 2015, the advantages of ANN prediction were shown in [18,

19]. In 2017 and 2018 a series of studies [13, 56, 58, 59] experimented with different data streams

to optimize prediction with a shallow ANN. In 2019 more modern machine learning techniques

were introduced into the field in [60] where reinforcement learning was used along with traffic

data to train an ANN to produce optimal controls for a power-split hybrid. Also in 2019, [24,

61] showed that high fidelity predictions were possible through the use of deep Long Short-Term

Memory (LSTM) ANNs. Finally, in 2020, a thorough analysis of various combinations of real

world data streams and machine learning techniques [24, 48, 62] showed that the highest degree of

prediction fidelity could be attained through the use of LSTM ANNs with the use of Signal Phase

and Timing (SPaT) and Lead Vehicle data.
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Thus, in order to close the gap, this paper outlines a comprehensive system-level study

addressing the interactions between groups of available real-world data, velocity prediction

methods, and Optimal EMS methods with respect to the overall system output: FE.

This paper rigorously evaluates the dataset and perception model for POEMS and evaluates

performance using the FE for a validated HEV to enable full system performance insight, which

to-date is missing from the literature. Cutting-edge AI technology is leveraged to generate high-

fidelity future vehicle velocity predictions in 10 to 20 second windows. The predictions are fed into

an MPC control method in order to determine the optimal instantaneous torque split for a power-

split HEV. The FE achievable with the proposed POEMS will be compared to that achievable with

perfect prediction Full drive-Cycle DP (FC-DP), Perfect Prediction MPC (PP-MPC), Constant

Velocity-prediction MPC (CV-MPC), and Autonomie baseline control. This paper will further

show that the proposed method is implementable on current vehicles with current technology and

has the potential to provide significant FE improvements within the HEV fleet if implemented.

2.4 POEMS Methodology

2.4.1 Overall System

HEV POEMS uses predictions of future vehicle velocity to inform an optimal powertrain

control strategy, thus achieving greater energy efficiency. Powertrain controls include torque split

and gear shifting based on powertrain states such as battery State of Charge (SOC) and current gear

in the case of a parallel power-train configuration or only torque split in the case of a paralleled

configuration.
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Figure 2.1: POEMS logic flow schematic

As shown in Figure 2.1, a POEMS consists of three major subsystems. The first is the

perception system which predicts vehicle motion using information about previous and current

vehicle motion, powertrain states, driver inputs, ADAS, and Vehicle to Everything (V2X) data

as inputs. The second is the planning subsystem which computes optimal controls based on the

predicted vehicle velocity. And finally the third subsystem is the vehicle plant which can be either

the physical vehicle or high-fidelity simulation model of the vehicle. The final system outputs are

the actual vehicle velocity and powertrain states.

POEMS achieve greater FE by ensuring that the engine is used in regions of maximum

efficiency as often as possible. This concept is shown in Figure 2.2 which includes a brake

specific fuel consumption map for an example engine and different combinations of engine speed

and torque which produce different engine efficiencies. Thus, most engine controllers attempt to

operate the engine along its Ideal Operating Line (IOL) [63] which contains the most efficient

torque for a given engine speed. POEMS use information about future vehicle velocity to ensure

that the engine only operates in the most efficient segment of the IOL, what can be though of as an

IOL Segment.
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Figure 2.2: Example brake specific fuel consumption plot with IOL and operating points with and without

POEMS

As shown in Figure 2.2, simply operating along the IOL (yellow dots) does not guarantee

efficient operation. POEMS increase FE by guaranteeing operation within the IOL Segment (green

dots).

Although this paper only concerns vehicle motion, the POEMS method can be extended to

account for additional exogenous inputs such as cabin heating and cooling requirements [64–66]

without fundamentally changing the method.

2.4.2 System Inputs

Data-Set Development

The first step in the development of practical and high-fidelity real world future vehicle

speed prediction was to collect a sample generic data-set which would represent all data sources

potentially available to a given CAV. All data sources selected are currently available to CAVs or

will be available in the near future [67]. In this section a taxonomy for such a data-set is defined.

This taxonomy defines data both in terms of its source form and its processed form and defines the

process of transformation.
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The first step in defining the data-set is to define the sources of the data. Three distinct source

categories are proposed:

1. VEH: Vehicle operational data such as vehicle motion, performance, and driver inputs. This

data concerns only the ego vehicle itself and its driver.

2. ADAS: Advanced Driver Assistance System (ADAS) data [68]. This consists of the data

generated by external object sensors on the vehicle and concerns objects within the vehicle’s

line of sight.

3. V2I: Data which the vehicle receives through connectivity to infrastructure and other

vehicles.

In order to be considered an CAV, a vehicle must receive information from all three of the

above sources. Most modern vehicles receive data from the VEH and ADAS sources [69] and V2I

is available in some regions [70]. These signals were obtained from the ego vehicle CAN bus and

the City of Fort Collins, Colorado.

Within these source categories, signals of use in vehicle future velocity prediction are shown

in Table 2.1.
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Table 2.1: Data sources and associated signals

Data Source Signal Description

VEH
General Vehicle

Signals

Signals such as speed, acceleration, throttle

position, and steered angle which can be

found via CAN on any vehicle

VEH
Historical Speeds

(HS)

Historical speed data for the vehicle at the

current location

ADAS
Lead Vehicle Track

(LV)

Relative location of confirmed lead vehicle

from ADAS system

V2I
Signal Phase and

Timing (SPaT)
Signal phase and timing of next traffic signal

V2I Segment Speed (SS) Traffic speed through current road segment

All VEH signals should be available on all modern vehicle CAN networks while ADAS enabled

vehicles will produce a lead vehicle track for safety and autonomous cruise control purposes. The

information for SPaT and SS comes form the SAE J2735 SPaT/Map message. Thus all signals

used in this study are available to a generic CAV while traveling on a connected infrastructure.

Most modern vehicles will have access to the VEH and ADAS sourced signals. A total of 13

drive-cycles worth of data were collected along the data drive-cycle by one driver over two days.

Details about data collection and availability can be found in the team’s previous work [62].

Data Drive-Cycle Selection

In order to gauge the effects of real-world data-based predictions on the performance of

POEMS, a real-world dataset was required. It was desired to gather data in conditions which

would allow for optimal POEMS performance such that the relative differences between various

POEMS methods would be as great as possible. A secondary consideration was that, in order to
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allow for optimal ML and ANN prediction performance, the data collection should be conducted

along a repeating drive-cycle and that this cycle should be short enough that more than 10 cycles

could be collected in a single day. The drive cycle which was selected was a 4 mile long drive-cycle

along urban arterial roads in downtown Fort Collins, Colorado which is shown in Figure 2.3.

Figure 2.3: Selected data drive-cycle; drive order was purple, yellow, blue, then green, red circles represent

traffic signals

In order to assess the characteristics of the data drive-cycle, it was determined that the data

drive-cycle and the EPA dynamometer drive cycles should be characterized by their distributions

of speeds and accelerations. These basic statistical measures were chosen in order to allow for

easy comparison between the drive-cycles. The drive cycle characteristics data is shown in Table

2.2.
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Table 2.2: Drive-cycle characteristics for data drive-cycle and EPA drive cycles

Drive-Cycle
Mean Non-Zero

Speed (MNZS)

Standard

Deviation of

Non-Zero

Speeds (SNZS)

Mean Absolute

Acceleration

(MAA)

Standard

Deviation of

Absolute

Accelerations

(SAA)

Data 18.6988 8.5699 1.1557 1.1432

UDDS 10.7923 5.5850 0.4723 0.4859

US06 23.1791 9.5014 0.6538 0.7851

HWFET 21.7191 4.1752 0.1713 0.2443

Based on these characteristics, the similarity of the data drive-cycle and the EPA dynamometer

drive-cycles was calculated using the multivariate normal distribution. The relative similarities

between the EPA cycles and the data drive-cycle are shown in Table 2.3.

Table 2.3: Relative similarities between EPA dynamometer drive-cycles and the data drive-cycle

UDDS US06 HWFET

0.5885 0.2394 0.1721

It must be stressed that the comparison between a data drive-cyle and the EPA dynamometer

drive cycles could only be calculated after data collection was done and the data drive-cycle was

known. Of the candidate data drive-cycles tried, the drive-cycle shown in Figure 2.3 resulted in the

most favorable comparison to EPA dynamometer drive cycles.

The selected data drive-cycle was most similar to the UDDS EPA dynamometer drive-cycle

because higher numbers imply that the real-world drive cycle from Figure 3 is more similar.

24



2.4.3 Subsystem 1: Perception

Having collected an extensive real-world CAV dataset, a comprehensive study on prediction

methods was conducted. The initial analysis of the prediction study can be found in [24] and is

summarized below:

A wide field of potential prediction algorithms including classical ML and ANN methods were

considered. The candidate methods are listed in Table 2.4

Table 2.4: Candidate Prediction Methods

Method Method Type

Long Short Term Memory (LSTM) Deep Neural Network

(DNN)
ANN

Convolutional Neural Network (CNN) ANN

CNN-LSTM ANN

Decision Trees ML

Bagged Trees ML

Random Forest ML

Extra Trees ML

Ridge ML

K-Nearest-Neighbors (KNN) ML

Linear Regression without Interactions (LR) Statistical

Linear Regression with Interactions (LRI) Statistical
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All methods were trained, tested, and validated on a 9/2/2 data-split basis respectively. The

training and evaluation metric was Mean Absolute Error (MAE), where X is the predicted velocity

value, Y is the actual velocity value, and n is the total number of timesteps.

MAE(X ,Y ) =
∑

n
i=1|Xi −Yi|

n
(2.1)

An extensive study was conducted on different combinations of the signals in Table 2.1 as well

as different combinations of macro-parameters for the methods. From this general study, the best

results for each method for 10, 15, and 30 second time horizon speed predictions in terms of MAE

are listed in Table 2.5.

Table 2.5: The candidate prediction methods results organized from best performing to worst performing.

Method MAE - 10s MAE - 15s MAE - 20s

LSTM 1.78 2.55 3.09

CNN 1.84 2.77 3.50

CNN-LSTM 1.97 2.7 3.26

Decision Trees 2.69 3.60 4.12

Bagged Trees 2.23 3.09 3.67

Random Forest 2.30 3.15 3.72

Extra Trees 1.99 2.73 3.30

Ridge 2.67 3.84 4.67

KNN 2.67 3.84 4.67

LR 2.65 3.82 4.65

LRI 2.57 3.60 4.28
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The results of the general study showed that the LSTM had the best performance at 10, 15, and

20 seconds.

Based on this collected evidence, it was concluded that an LSTM should be used withing the

POEMS system. For further discussions and details, the reader is referred to the team’s previous

publications [24, 48].

2.4.4 Subsystem 2: Planning

HEV POEMS planning subsystems generally fall into two groups: (1) those based on

Pontryagin’s Maximum Principle such as ECMS [71], a-ECMS [53], as well as their derivatives,

and (2) those based on DP. The advantages of Minimum Principle methods is that these are "real-

time" strategies since they are relatively computationally cheap. But this method is typically non-

optimal and recent research suggests that the equivalence factor prediction is analogous to velocity

prediction [72]. The advantages of DP based methods is that they guarantee discovery of the

globally optimal solutions assuming that the vehicle velocity prediction is accurate. The research

team discovered the critical importance of this aspect through documenting that even if significant

and real world velocity mispredictions are present, the solution is still near optimal [73] which has

lead to new method of real world practical implementation [14, 15]. Additionally, the rise in the

use of AI within the CAV space has led to deployments of vehicles with high-performance GPUs

on-board the vehicle which potentially enables real-time computation of DP [74], which has been

a common criticism for eventual DP implementation. For these reasons, DP methods were selected

for this study.

DP is a numerical method based on Bellman’s principle of Optimality, which solves multistage

decision-making problems and finds the global optimal solution by operating recursively

backwards through time and storing only the optimal controls at each step [75, 76]. DP and its

derivative strategies have been applied to the problem of FE optimization for HEVs previously

[12, 52, 77, 78] for full and partial drive cycles as well as for perfect and real predictions.
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DP can be thought of as a recursive equation solver with memory. A recursive solution

to a problem is to evaluate all possible paths by evaluating every possible combination of

decisions independently. While a recursive solution will find a global optimum it will require

an exponentially increasing number of function evaluations for each additional time-step. DP

solves this run-time problem by iterating backwards through time and storing the optimal controls

for each discreet state value at each time-step then evaluating the same controls from the same

discreet state values until the first time-step. The result of the backward iteration is an optimal

control matrix which can be used to find optimal controls at each time-step based on the current

state values when iterating forwards. The backwards iteration step is referred to as the optimization

step while the forward iteration step is referred to as the evaluation step. The DP method is shown

schematically in Figure 2.4.

Figure 2.4: Schematic of DP Method

The optimization step of the DP method, as shown in Figure 2.4, creates an optimal

matrix which can be used to compute optimal controls at each step by combining current and

"remembered" costs. The optimization step iterates backwards from the last time-step (N) to the

first which is not shown. The state values (represented by solid-outlined circles) show discreet

state values. At time-step N − 1, the model is evaluated for each of the discreet state values at

each discreet control value which results in a series of new "intermediate" state values (represented

by dashed-outlined circles) and associated control costs. Following this, the lowest cost (optimal)
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control is selected for each discreet state value. At time-step N − 2 the same process is repeated

but in addition to the control cost, the cost-to-go is calculated and added. The cost-to-go from a

given intermediate state value is calculated by interpolating from the stored optimal control costs

from state N − 1. This process repeats itself until the first time-step is reached. The DP method

shown in Figure 2.4 is constrained in two ways: (1) a large penalty is applied for distance from

the desired end state value at time-step N which forces the optimal controls for all state values

at time-step N − 1 to produce the same state value at time-step N and (2) controls which lead to

intermediate states which are above or below the maximum and minimum value lines (represented

by red dashed-outlined circles) respectively are not considered. The output of the Optimization

step is a optimal control matrix which stores the optimal controls for each discreet starting state

value at each time-step.

The evaluation step of the DP method, also shown in Figure 2.4, iterates forward from the

first time-step through the last time-step from a given starting state value. At each time-step,

interpolation is done using the starting state value (represented by blue solid-outlined circles) and

the optimal control matrix values for the current time-step to determine the optimal control for the

current time-step. The optimal control is then applied and the starting state value for the subsequent

time-step is calculated. This process is repeated until the penultimate time-step is reached.

High-Fidelity DP Solution for the HEV Optimization Problem

The formulation of the DP problem for the 2010 Toyota Prius is as follows:

• The powertrain state x is the battery SOC

• The powertrain control u is the engine power

• The exogenous input for the powertrain w is the vehicle speed

• The time index k denotes the current time-step
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The general form of the dynamic equation is shown below. It uses a high-fidelity model of the

vehicle to generate the SOC at time-step k+1 based on the SOC at time-step k, the engine power

at time-step k, and the vehicle speed at time-step k as:

x(k+1) = x(k)+ f (x(k),u(k),w(k))∆(t) (2.2)

Where f (x(k),u(k),w(k)) is the charging/discharging rate for the battery dSOC/dt. The

charging/discharging rate function f (x(k),u(k),w(k)) can be written out as:

dSOC

dt
=

Pbattεchg

VocC
=

(Pbatt,mot +Pbatt,gen)εchg

VocC
(2.3)

Where Voc and C are the battery open-circuit voltage and charge capacity respectively. The

charging/discharging efficiency is defined as:

εchg =















Cchg Pbatt ≥ 0

Cdchg Pbatt < 0

(2.4)

Where Cchg and Cdchg are constants reflecting the battery’s efficiency in charging and

discharging respectively. The powers Pbatt,mot and Pbatt,gen are calculated as follows:

Pbatt,mot =
Tmotωmot

εmot
(2.5)

Pbatt,gen =
Tgenωgen

εgen
(2.6)

The efficiencies εmot and εgen are the efficiencies of the motor and generator respectively. Note

that the efficiencies are in the denominator as the terms Pbatt,mot and Pbatt,gen are the power that the

battery must provide to each to produce the required output powers Pmot = Tmotωmot and Pgen =

Tgenωgen The following process is followed:
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Starting with the current vehicle speed w(k) and acceleration ẇ(k) the vehicle power can be

calculated using the road loads power equation.

Pveh = (mẇ(k)+A+Bw(k)+Cw(k)2)w(k) (2.7)

Where m is the vehicle mass and A, B, and C are vehicle specific constants. For a given engine

power ui, the electric power required is:

Pelec = Pveh −ui (2.8)

For the given ui, the engine torque and speed can be interpolated from the engine IOL and

the combination of engine speed (ωeng) and torque (Teng) along with electric power can be used to

determine the torques and speeds of the motor and generator from the planetary gearset dimensions.

The torques are calculated as follows:

Twhl =
PvehRwhl

w(k)
(2.9)

Tpt =
Twhl

ρ f d
(2.10)

Tgen =
−ρ

1+ρ
Teng (2.11)

Tring =−ρ(Tgen −Teng) (2.12)

Tmot = Tpt −Tring (2.13)

Where Twhl and Rwhl are the torque applied at and the radius of the driven wheels respectively,

Tpt is the output torque of the power-train (before the differential) and ρ f d is the final drive ratio,

ρ is the gear ratio of the sun gear to the ring gear for the planetary gearset, Tring is the torque of the

ring gear, Tgen is the torque of the generator, Teng is the torque of the engine, and Tmot is the torque

of the motor.
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And the speeds are calculated as follows:

ωwhl =
w(k)

Rwhl
(2.14)

ωmot = ωring = ρ f dωwhl (2.15)

ωgen =
ρ +1

ρ
ωeng −

ωring

ρ
(2.16)

Where Rwhl , Rsun, and Rring are the radii of the wheel, sun gear, and ring gear respectively, Tpt

is the torque produced by the powertrain before the differential, and ρ f d is the final drive ratio.

The cost function for the DP problem for control ui at time-step k can be formulated as either

a FE maximization or a fuel consumption minimization. Since fuel consumption minimization is

more intuitive and widely used in previous studies and, thus, will be utilized in this study.

Ji(k) = Jim +















Jctg k > N

Jpen = (x f − x(k+1))2Cpen k = N

(2.17)

Where Jim,i is the cost of fuel consumed to reach the intermediate state value which is calculated

using the engine speed and torque and the engine FC map, Jctg is the cost-to-go to the next

state which is calculated through integration, and Jpen is the manually assigned penalty function

associated with not arriving at the desired final SOC at the final time-step k = N.

Model Predictive Control (MPC) Methods

MPC is a framework to implement prediction-based optimal control. It utilizes a model of

the system and a fixed time horizon to generate operational decisions. The DP model discussed

in the previous section can be directly utilized in a fixed-horizon MPC framework with a few

modifications.

The FC-DP and a generic MPC method are shown schematically in Figure 2.5.
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Figure 2.5: Schematic comparison between FC-DP and MPC methods

In effect, MPC performs the DP method on a shortened drive-cycle at each step of the actual

drive-cycle. Naturally, MPC should take significantly longer to run on a per time-step basis as full

drive-cycle DP. A more detailed explanation can be found in [24].

2.4.5 Subsystem 3: Vehicle Plant

This study was conducted using a validated Autonomie model of a 2010 Toyota Prius. The

2010 Prius is equipped with a Toyota e-CVT gearbox which utilizes two electric motors (motor

and generator) connected to the engine and the differential through a planetary gearset to create
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a Continuously Variable Transmission (CVT) [79]. Because of the e-CVT architecture, the Prius

driveline is controlled entirely by torque commands without having distinct gear states, thus the

only powertrain control for the Prius is torque split and the only powertrain state is battery SOC.

Due to the lack of a publicly available FE model specific to the 2010 Toyota Prius, the model

used was a generic Autonomie power-split HEV model which was modified to represent a 2010

Toyota Prius by setting the following parameters to the publicly available values shown in Table

2.6.

Table 2.6: Parameters and values for Autonomie 2010 Toyota Prius Model

Parameter Value

Overall Vehicle Mass 1530.87 kg

Frontal Area 2.6005 m2

Coefficient of Drag 0.259

Coefficient of Rolling Resistance 0.008

Wheel Radius 0.317 m

Final Drive Ratio 3.267

Sun Gear Number of Teeth 30

Ring Gear Number of Teeth 78

Battery Open-Circuit Voltage 219.7 V

Battery Internal Resistance 0.373 Ω

Battery Charge Capacity 6.5 Ah

Validation of the Autonomie 2010 Prius model was conducted based on publicly available test

results from Argonne National Laboratory’s (ANL) Downloadable Dynamometer Database (D3)
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[80]. The FE results obtained via the model for three EPA dynamometer drive-cycles are compared

to those found in D3 in Table 2.7.

Table 2.7: EPA dynamometer drive-cycle FE (km/L) results from Autonomie 2010 Toyota Prius model and

ANL D3

Drive-Cycle Data Model
Percentage

Difference

UDDS 32.14 31.79 1.09 %

US06 29.72 30.30 1.95 %

HWFET 19.26 18.98 1.45 %

With all modeled FE values within 2% of those found in the ANL D3 database, the Autonomie

2010 Toyota Prius model was considered validated for further research. It should be noted that, in

accorance with physical testing procedure, the initial SOC for the vehicle model was set to fully

charged for validation purposes but was set to 50% for further research. Thus, FE results for the

same EPA dynamometer drive-cycles later in the paper with baseline control will be slightly lower

than those listed in table 2.7.

2.4.6 System Outputs

In addition to FC-DP and PP-MPC, the CV-MPC method was implemented. The CV-MPC

method is functionally identical to PP-MPC except that the prediction vector is replaced with

a speed vector where all speeds are the current vehicle speed. The CV-MPC method acts as a

"null" predictive method which can serve as a point of comparison. The value of a given level

of prediction fidelity can be gauged by its performance relative to PP-MPC and CV-MPC. A

comparison of the DP derived methods for a sample drive cycle is shown in Figure 2.6.
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Figure 2.6: Comparison of DP derived methods and Autonomie baseline control on sample drive cycle

For the sample drive cycle in Figure 2.6, the FC-DP method outperformed the PP-MPC method

which outperformed the CV-MPC method and all outperformed the Autonomie baseline control

method. Because of the double-sided charge-sustaining penalty, all SOC traces started and ended

at exactly 50% which means that fuel consumption can be compared directly without electrical

equivalence. For the sample drive-cycle, FC-DP was able to outperform PP-MPC because it has

more freedom to deviate from the start and finish SOC constraints. Generally, the longer the time

horizon, the more effective PP-MPC should become. A study was conducted on the UDDS, US06,

and HWFET EPA dynamometer drive-cycles to demonstrate this. Results for the study are shown

in Table 2.8.

36



Table 2.8: Fuel Economy km/L for 2010 Toyota Prius model with DP derived methods and Autonomie

baseline on EPA dynamometer drive cycles (Time Horizon only effects the PP-MPC and CV-MPC methods)

Drive-Cycle
Time

Horizon
Baseline FC-DP PP-MPC CV-MPC

UDDS 10 28.28 40.32 39.11 35.10

UDDS 15 28.28 40.32 39.45 35.13

UDDS 20 28.28 40.32 39.71 35.00

US06 10 17.57 20.05 18.20 17.50

US06 15 17.57 20.05 18.44 17.20

US06 20 17.57 20.05 18.76 17.21

HWFET 10 28.13 28.59 26.30 24.24

HWFET 15 28.13 28.59 26.56 24.90

HWFET 20 28.13 28.59 26.64 24.37

An immediately noticeable trend is that increases in time horizon resulted in better FE for

PP-MPC which allowed the PP-MPC FE to approach but not reach the FE produced by the FC-

DP method. Another noticeable effect is that the relative efficacy of the methods varied between

the drive-cycles with the DP derived methods showing massive improvement over baseline in the

stop-and-go UDDS drive-cycle, while the PP-MPC and CV-MPC methods did not result in FE

improvements for the relatively static HWFET drive cycle.

That DP derived methods present the greatest potential for FE improvement in low speed stop-

and-go conditions is not a surprise. Low speed stop-and-go conditions are where traditional control

methods perform worst as they are unable to operate the IC engine in its most efficient areas. DP

methods use knowledge of the future speeds of the vehicle to continue to operate the IC engine

efficiently in stop-and-go conditions. An interesting result is that, even with inaccurate information
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about future vehicle velocity, the CV-MPC method significantly outperformed Autonomie baseline

by a significant amount on the UDDS drive-cycle.

2.5 Results

2.5.1 Direct Analysis of Velocity Prediction Accuracy using MAE

Based on the results of the general study documented in Section 2.4.3, a second, specific, study

was carried out in order to optimize prediction fidelity from LSTMDeep Neural Network (DNN)s.

Long Short-Term Memory (LSTM) ANNs are a special case of Recurrent Neural Network

(RNN)s developed by Hochreiter and Schmidhuber [81] which utilize LSTM neurons in hidden

layers. While classical recurrent neurons use a single gate to establish the relationship between

inputs and outputs, LSTM neurons contain multiple gates which determine how much information

should be remembered and forgotten within the neuron as well as the weighting of old and new

information. The presence of the remember and forget gates allows LSTM neurons to utilize

information from multiple time steps in the past [82]. For this reason, LSTM networks are ideally

suited for problems where immediate and relayed reactions to inputs are present.

Because of its demonstrated feasibility, the LSTM is the prediction model which will be

focused on. The following optimal architecture was arrived at:
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Table 2.9: Structure of Optimal LSTMDNN

Layer Composition

1 Input layer - ninputs fully connected

2 64 LSTM neurons

3 Dropout - 10%

4 Batch normalization

5 32 LSTM neurons

6 12 LSTM neurons

7 Output layer - nout puts fully connected

The LSTMDNN described in Table 2.9 was selected for its high performance and reasonable

training time. Adding more complexity to the network past the optimal network failed to generate

significant performance gains. The LSTMDNN was trained on the following groups of signals:

Table 2.10: Data Groups for LSTMDNN

Group Label Composition

A

Speed, Acceleration, Engine Speed, Gear,

Steered Angle, Throttle Position, Brake

Pressure

B A + HS + LV

C A + HS + LV + SPaT + SS

The data groups were selected to reflect the data available to different categories of vehicle. A

vehicle with neither ADAS nor connectivity only has access to A. Vehicles with ADAS and GPS
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navigation but no infrastructure connectivity have access to A and B. CAVs have access to all data

groups. For groups A, B, and C a cross-validation study was run wherein the LSTMDNN was

trained on 9 random laps, validated on 2 random laps, and tested on 2 random laps 30 times. The

average MAEs for the cross-validation study are shown in Figure 2.7. The standard deviations of

MAEs were all less than 5% of the mean values.

Figure 2.7: MAEs for LSTMDNN trained on data groups A, B, and C for 10, 15, and 20 second horizons

As is evident in Figure 2.7, the difference in prediction performance between LSTMDNNs

trained on the different data groups was minimal if slightly favoring group B over A and C. A

visual comparison of the predictions for all groups at 10 and 20 seconds is shown in Figure 2.8.
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Figure 2.8: Predicted (black) vs. actual vehicle velocity (blue) for LSTMDNN trained on all data groups at

10 and 20 seconds prediction horizon

As the prediction window increases, the LSTMDNN predictions are still able to rougly hold

the shape of the velocity trace but produce a greater volume of mis-predictions. The predictions

generated using LSTMDNNs trained on the different groups look slightly differently and produce

slightly different MAEs but the time horizon length has, by far, the greater impact.
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2.5.2 Overall System FE Output

Using the predictions from the cross validation study mentioned in Section 2.5.1, FE

simulations were conducted using the DP derived methods and Autonomie baseline controls. The

mean FE results for the study are listed in Table 2.11 and percentage improvements over baseline

for the DP derived methods with all data groups and at 10, 15, and 20 seconds are shown in Figure

2.9.

Table 2.11: FE (km/L) simulation results based on cross-validation study predictions

Group

Label

Prediction

Horizon (s)
Baseline FC-DP PP-MPC RP-MPC CV-MPC

A 10 18.33 24.10 21.78 20.73 20.07

B 10 18.33 24.10 21.78 20.85 20.07

C 10 18.33 24.10 21.78 20.83 20.07

A 15 18.33 24.10 21.87 21.24 20.01

B 15 18.33 24.10 21.87 20.45 20.01

C 15 18.33 24.10 21.87 20.15 20.01

A 20 18.33 24.10 22.22 20.80 20.00

B 20 18.33 24.10 22.22 20.75 20.00

C 20 18.33 24.10 22.22 21.05 20.00
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Figure 2.9: Percentage FE improvements for DP derived methods for all data groups and time horizons

2.5.3 Results Summary

The FE results for the DP derived methods, when taken in conjunction with the results of the

LSTM prediction illustrate several trends:

1. With perfect predictions MPC methods will produce better FE results for longer prediction

horizons.

2. A greater volume of mis-predictions will result in worse FE results for MPC methods

3. The small differences in prediction MAE observed between the data groups at all three

time horizons are insufficient to explain the large differences observed in FE percentage

improvement over baseline for the RP-MPC method between the data groups for the 15 and

20 second horizons.

It is illustrative that, for all cases, the average performance of the RP-MPC method came in

between that of the CV-MPC and PP-MPC methods. The PP-MPC method, by definition, produces
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no mis-predictions while the CV-MPC method, by definition, produces only mis-predictions when

the vehicle is moving. It would be logical for the RP-MPC method which produces some degree

of mis-prediction to produce FE improvements which are somewhere between those produced

by the CV-MPC and RP-MPC methods. The differences in vehicle future velocity prediction

MAE between the data groups shown in Figure 2.7 were relatively small where the differences

in FE improvement performance based on those predictions shown in Figure 2.9 were significant.

Furthermore, no consistent trend links the prediction MAE with the percentage FE improvement

which leads to the conclusion that MAE is an insufficient metric to describe mis-prediction levels

with respect to the RP-MPC method. Further research should be conducted to investigate whether

other metrics serve better in this role.

The robustness of DP to velcity prediction error is directly demonstrated in the CV-MPC

method which uses a "null" prediction of constant current speed over the entire prediction horizon.

It showed significant improvements over baseline while the RP-MPC method showed significant

improvements over CV-MPC. An examination of the data trace for all methods using predictions

based on group A data for a 10 second prediction horizon are shown in Figure 2.10.

Figure 2.10: FE simulation data trace for all methods
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It can be clearly seen that the MPC methods discover similar local optima, and produce similar

optimal state trajectories while the FC-DP method, with much more freedom to deviate from the

final SOC constraint, takes a substantially different path and ends up using less fuel.

2.6 Conclusions

In order to to demonstrate the function of various implementations, the data available to

different types of vehicle were classified, an extensive real-world driving dataset was collected

which incorporated said data, ML and ANN methods were used to predict the ego vehicle future

speed using different groups of data, and the best predictions were used in FE simulation to

determine the effectiveness of practically implementable POEMS. The results of the velocity

prediction study showed that when using a LSTMDNN, high-fidelity velocity prediction was

possible using only data which is available to conventional vehicles without ADAS or V2X

connectivity and that the addition of ADAS and V2X connectivity resulted in modest fidelity gains.

The results of the FE study showed the following:

• FE improvement achievable with RP-MPC approaches that achievable with PP-MPC.

• RP-MPC consistently outperformed CV-MPC.

• Predictions made with ADAS and V2X resulted in greater FE improvement in the 20 second

window.

An unavoidable conclusion is that the relationship between prediction fidelity and FE

improvement using DP-derived methods cannot be explained by differences in prediction MAE.

This study shows that POEMS implementation on HEVs and PHEVs is feasible with causal and

implementable prediction and control technologies and would lead to significant improvements in

HEV and PHEV fleet efficiency if implemented. The same system architecture as autonomous

vehicles (perception, planning, control, plant) can be applied to energy efficiency through the

deployment of POEMS enabled vehicles. The FE improvement which would result is significant
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and the technology can be implemented currently.The results of this study thus serve as a step

towards real world implementation and commercialization.

2.7 Summary

The purpose of research directed towards RQ1 was to determine what energetic benefits could

be attained through connected vehicle optimal control. The work in this chapter focused on

POEMS for HEVs. There are two main questions surrounding POEMS. The first of which is what

effect prediction accuracy has on control effectiveness and the second is how to produce sufficiently

accurate predictions. The study on which this chapter was based built on previous work by the

author [48, 62] which used real world data to perform an investigation into velocity prediction

methods. The results of the previous work showed that LSTM DNNs were well suited to the

velocity prediction task and were able to produce high fidelity results with various combinations of

signals. This work was extended to include an analysis of what energetic benefits could be attained

when using the LSTM velocity predictions to inform optimal energy management strategies.

Results indicated that gains in the 10% to 15% range could be attained in urban driving conditions

and that predictions could be made with sufficient accuracy without the benefit of infrastructure

communication. Overall the results of the study indicated that large benefits could be expected

from commercial implementation.
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Chapter 3

Real Time Implementation Comparison of Urban

Eco-Driving Controls

3.1 Preface

This chapter is derived from [83] which was primarily authored by this dissertation’s author.

Important help was provided by Chon Chia Ang in code development, Dr. Zach Asher, Dr.

Richard Meyer, and Dr. Ilya Kolmanovsky in conceptualization and presentation. The content

of the paper addresses RQ1.T2. RQ1 focuses on determining what energetic benefits can be

attained for Connected Autonomous Vehicles (CAVs) through the application of infrastructure

connected optimal control. In this chapter the focus is on using optimal Eco-Driving control to

improve the energy efficiency of Battery Electric Vehicles (BEVs) in urban driving conditions.

Urban driving provides a highly complex set of constraints which define possible trajectories for

individual vehicles deriving from traffic and, ultimately, traffic signals. With knowledge of future

traffic signals it is possible to implement optimal control and attain substantial energy savings

without reducing average speed. This chapter summarizes and categorizes the existing literature

on the subject then implements selected methods to evaluate their potential energy savings and

feasibility as real-time controls.

3.2 Overview

CAV technology has the potential to enable significant gains in Energy Economy (EE). Much

research attention has been focused on autonomous Eco-Driving control enabled by various

methods. In this study, the state of the literature on autonomous Eco-Driving control is reviewed,

an overall systems description of Eco-Driving control for a CAV is provided, and representative

methods are evaluated comparatively against each-other in simulation. Simulations are conducted
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using real-world traffic signal data and a validated Future Automotive Systems Technology

Simulator (FASTSim) model. Results indicate that an EE improvement in the range of 5% to

15% is attainable depending on the method and cost function used. In this paper it is shown that

Dynamic Programming (DP) methods are most effective in improving EE but are significantly

more computationally expensive than other methods. Genetic Algorithm (GA) methods are shown

to present the most potential in terms of EE improvement and run-time. Results also indicate

that velocity sensitive cost functions allow all methods to perform better than pure acceleration

minimization.

3.3 Introduction

In response to rising concerns over climate change and energy costs, a significant portion of

automotive development effort has gone into the reduction of energy use and Green-House Gas

(GHG) emissions from road vehicles. Over time, vehicles have become significantly more efficient

in terms of both EE and GHG emissions per mile [84, 85] under pressure from environmental

regulations from the U.S. Environmental Protection Agency (EPA) and its global equivalents which

exert ongoing pressure on Original Equipment Manufacturers (OEMs) to continue this effort [86].

In order to improve vehicular energy efficiency, traditional Internal Combustion Engine (ICE)

powertrains have incorporated electric motors and evolved into hybrid electric vehicles and BEVs

[87] which promise further greenhouse gas reductions per vehicle [88]. Regardless of powertrain

technology and regardless of methods of power generation, the pressure to reduce vehicular energy

consumption will continue to be present.

Vehicle energy efficiency is also subject to modes of operation. Eco-Driving is a strategy

designed to reduce fuel consumption by minimizing accelerations and unnecessary braking events.

Eco-Driving is well known and has been shown to be effective when employed by human

drivers [26]. As an example, Eco-Driving is taught as a part of drivers’ education in Singapore

and has resulted in a EE improvement of 11% to 15% there [27]. Differences in culture,

infrastructure, and available technology will play a major role in determining the effectiveness
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of efforts to promote manual Eco-Driving. Vehicular autonomy and CAV technology provide a

more general opportunity for the application of Eco-Driving strategies because they circumvent

driver acceptance/training issues. When compared to a human driver (i.e. manual Eco-Driving), a

CAV has the ability to follow optimal trajectories precisely and can take into account information

which is beyond line-of-sight.

Compared to manual Eco-Driving, autonomous Eco-Driving yields the following potential

benefits:

• Ability to precisely follow optimal energy traces;

• Ability to account for traffic information which is beyond line-of-sight;

• Ease and scalability of implementation;

• Improved driver/passenger acceptance.

A great variety of solutions for autonomous Eco-Driving control have been put forward in the

literature. This diversity is due to the complicated nature of the problem and the many dimensional

design space which results from it. To the author’s knowledge, no comprehensive, comparative

study exists. This study attempts to address this research gap by summarizing and subdividing

Eco-Driving control strategies, defining a framework for comparative implementation of solver

methods, implementing a selection of common methods, and evaluating these methods in terms

of performance and practicality using real-world data [28]. The current state of the literature is

discussed in Section 3.4, a system and subsystems overview for an assumed Eco-Driving CAV is

provided in Sections 3.5, 3.6, 3.7, and 3.8, results are presented in Section 3.9, and conclusions are

presented in Section 3.11.

3.4 Literature Review

Much research exists in the area of autonomous Eco-Driving controls. In conducting the

literature review, the authors were particularly interested in publications which proposed methods
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which might be implemented in real-time. A real-time control was defined as a control which was

explicitly or could be implemented in a receding horizon context. Such a control should be able to

execute multiple times per second.

The authors propose that the methods reviewed may be categorized by purpose and structure as

follows. First, a division can be made into the categories of rules-based and optimal. Rules-based

methods serve the purpose of providing simple and computationally light algorithms for computing

target speed on an instantaneous basis. Rules-based methods often mimic the heuristics that human

drivers follow when attempting to minimize energy consumption such as lighter accelerations

and longer following distances. By contrast optimal methods attempt to find a minimum energy

consumption trace for a given time or distance horizon. Optimal methods, thus, require information

about future conditions even if this is done purely with assumptions. Within the set of optimal

methods one can further subdivide into globally optimal methods and locally optimal methods.

Globally optimal methods serve the purpose of finding the control which results in the global

minimum energy consumption. For globally optimal methods function dictates form and all

methods proposed are variations of DP. Locally optimal methods serve the purpose of finding a

control trace which is more efficient than one which could be attained by a rules-based method but

require less computational time than globally-optimal methods. Locally optimal methods often

involve transcribing the problem into the time domain and performing trajectory optimization.

As will be seen in Section 3.9, local optima will often resemble the global optimum far more

closely than they do a rules-based method’s solution. The authors propose a taxonomy based

on groupings in form and function which divides methods into the following categories: Rules-

Based Eco-Driving (RBED), Discretized Control Optimization (DCO), and Polynomial Trajectory

Optimization (PTO).

3.4.1 Rules-Based Eco-Driving (RBED)

RBED is a subset of autonomous Eco-Driving control wherein a vehicle reduces its energy

consumption through a set of predefined rules which are functions of vehicle states. Due to
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their feed-forward nature, RBED methods are relatively simple to implement. Compared to

normal human driving behavior, RBED methods capable of yielding considerable fuel economy

improvement [89, 90]. A common RBED algorithm is Intelligent Driver Model (IDM) [91] with

several works presenting modified versions of the method in Eco-Driving simulations [92–95].

Although non-IDM RBED methods appear in the literature [96–98], IDM and its derivatives

dominate RBED literature and are often used as a comparison point in optimal Eco-Driving

literature. When implemented on a sufficient percentage of vehicles, RBED methods have shown

promise in traffic calming [92, 99]. RBED control has also been extended to cooperative and

centralized fleet control schemes [93, 94].

3.4.2 Discretized Control Optimization (DCO)

The purpose of a DCO method is to compute optimal controls for a vehicle at a set of

discreet points in time or distance. DCO methods require a state transition model and information

about future exogenous inputs. The DCO category consists, primarily, of DP and Reinforcement

Learning (RL) methods.

DP [76, 100], is a well known mathematical optimization method which will produce globally

optimal solutions to control problems subject to a chosen discretization. A realization of the DP

derived optimal solution depends on whether the chosen discretization and the model appropriately

matches the real world application. In order to account for constraints in position and speed

inherent to autonomous Eco-Driving control, both must be problem states. The control in the

autonomous Eco-Driving problem is acceleration or a related control such as throttle. Such a 2

state 1 control DP algorithm is presented in [101, 102] which minimizes fuel consumption while

navigating around traffic signals. [103] presents a 2 state 1 control DP algorithm for heavy duty

trucks in highway conditions. Both methods must execute at a low rate and serve to set targets

for a lower level controller. The primary issue with DP methods for real-time implementation is

that run-times scale exponentially with the number of states and controls. This scaling issue is

often referred to as the "curse of dimensionality". In the autonomous Eco-Driving literature DP
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solutions proposed as real-time controls use sub-optimal implementations of DP to avoid the issue.

DP methods are also often proposed as a high level control algorithm, executing at low frequency,

which serves to set targets for low a level controller. It is most common to see DP implemented as

a comparison point for the performance of another proposed solution with the caveat that the DP

solution is not a candidate for real-time implementation.

Sub-optimal implementations of DP are found in [104–107]. [104, 105] overcome the run-time

scaling issues by removing position as a problem state. This is accomplished by adding a tunable

constant cost to the running cost to ensure that the correct final distance is reached at the correct

time. This tunable parameter must be found via numerical root-finding. Overall this method,

which can be thought of as a pseudo 2 state DP method. The pseudo 2 state method was found

to execute in less time than an equivalent 2 state DP method which emphasizes the importance

of the run-time scaling effects inherent to DP. A major limitation with [104, 105] is that, having

removed the position state, it is not possible for the optimization to account for traffic signals

in fixed positions making the method less applicable for urban Eco-Driving. [106], proposes an

Approximate Dynamic Programming (ADP) solver for traffic-signal constrained driving which

uses a non-optimal rollout method to approximate the cost-to-go. [106] accounts for traffic signals

by determining if it is feasible to pass in a "go" phase or, if not, implementing eco-approach and

eco-departure. [107] proposes a method by which pre-computed DP solutions may be adjusted

to account for perturbations in external inputs without having to re-compute the DP solution thus

reducing the required frequency of DP method evaluations for real-time control. In all cases, global

optimality is traded for reductions in run-time.

[108–113] propose DP based method where the DP solution is computed at a low frequency

and is used as a target by a lower level controller. Exemplary of the type is [114] which uses Vehicle

to Infrastructure (V2I) information and DP to set velocity targets for a cruise control system for

urban driving. This method was tested both in Hardware In Loop (HIL) simulation and on-road

and was shown to produce a 30% EE improvement at a cost of an 8% increase to travel time.
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RL based methods are proposed in [115–117]. [115] uses RL for optimizing motor power

control for an electric vehicle subject to road grade but not traffic. The RL control was found

to perform nearly as well as DP for the same problem. The algorithms seen in [116] and [117]

are focused on comfort (reduction of jerk) and collision avoidance rather than Eco-Driving and

also found similar performance to equivalent DP solutions with lower run-time. Ultimately

reinforcement learning suffers from the same disadvantages that DP does for the application,

namely the long run-time required to compute the strategy but not to the same extent.

3.4.3 Polynomial Trajectory Optimization (PTO)

The optimal Eco-Driving optimal control problem can also be solved as a trajectory

optimization problem by transcribing into the time domain. Direct transcription transforms the

problem into a n dimensional optimization with the number of dimensions set by the level of

discretization. but at lower levels of discretization. Run-time for the trajectory optimization will

scale with dimensionality depending on the solver used. At very high levels of discretization

linear interpolation can be used between trajectory points. In order to reduce run-time a

lower discretization may be used but this will necessitate polynomial interpolation between

the optimization points. Because every segment of an interpolation polynomial is a function

of multiple knot points, using an interpolation polynomial comes at the cost of introducing

nonlinearity into the problem. PTO methods may use bounded nonlinear solvers such as

Interior-Point Optimization (IPOPT) or Sequential Least Squares Programming (SLSQP) or

metaheuristics.

PTO is commonly used for motion planning in robotics [118]. Nonlinear bounded solvers are

used to perform PTO for autonomous Eco-Driving in [119–121]. A comparison to DP is provided

in [122] for the related optimal energy management problem where the PTO method, using a

nonlinear bounded solver was shown to be able to approximate the globally optimal solution and

to produce a solution in orders of magnitude less time than DP. The particularities of the optimal

Eco-Driving problem are difficult for bounded nonlinear solvers to deal with. The issue is that
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vehicle motion is subject to time varying constraints in position caused by other vehicles and

by traffic signals as well as in speed by other vehicles and speed limits. These constraints will be

discussed in Section 3.6. The combination of nonlinearity caused by interpolation polynomials and

the complexity of the constraints make the computation of meaningful gradients difficult and thus

gradient descent solvers should struggle. [119–121] do not consider distance and speed constraints

simultaneously. The issues that gradient descent solvers experience are somewhat mitigated in

[123] in which best interpolation splines [124, 125] are used rather than interpolation polynomials.

Best interpolation splines consider each segment separately and can be used to guarantee that

constraints will not be violated but come at the cost of additional run-time.

Metaheuristics are also commonly used as solvers for PTO methods with GA and Particle

Swarm Optimization (PSO) methods being to most often proposed. GA and PSO both take

inspiration from nature. PSO [126] takes inspiration from animals which exhibit schooling or

swarming behaviors. PSO works by generating a field of candidate solutions (particles) and then

computing gradients for each particle based on individual and global best discovered solutions. GA

[127–129] mimics natural selection by encoding decision variables for a discretized problem into

phenotypes then mating the highest fitness phenotypes over many successive iterations. GA can be

modified in many ways including by introducing random mutation, elitist selection, and others to

change the breadth of the search. Where PSO is still at its core a gradient descent method, GA is

not and is, thus, not subject to the difficulties that gradient descent methods face with the optimal

Eco-Driving problem.

GA was utilized in [130] to generate optimal driving operations from real-world data with final

results yielding an improved fuel economy of 22% compared to the initial population. Similarly,

[131] used GA to group vehicles in compatible streams to provide a smoother traffic flow with

the algorithm scaling favorably in comparison to DP. In recent studies [132–134], GA PTO

methods were applied to both conventional and electric vehicles with results showing favorable

fuel economy improvement for both types of vehicles. PSO was employed in various studies to

optimize energy consumption for individual vehicles [131, 135–137] and to streamline vehicle
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platoon behavior at intersections [138]. A comparison of PSO a based PTO method with DP

[137] found that PSO significantly under-performed DP in terms of efficiency but executed in

significantly less time. PSO and GA have also been used in conjunction and the combined method

was shown to be more effective than either individually [131, 136].

The general consensus in the literature would be that PTO methods provide the opportunity to

compute locally optimal solutions in meaningfully less time than a globally optimal solution could

be computed using DP. The constraints used in much of the PTO literature were simplifications

of what the authors would consider the minimum constraints for optimal Eco-Driving in urban

conditions. The complex boundaries inherent to the optimal Eco-Driving problem are difficult for

gradient based solvers to account for and are, perhaps, easier for metaheuristics to account for.

However, the use of GA or PSO comes at the cost of introducing randomness to the problem.

3.4.4 Summary

The publications reviewed are listed by category and method type in Table 3.1. The literature

contains a variety of approaches to the optimal Eco-Driving problem. There is significant variation

in the constraints used in the studies surveyed. The distinction in constraints more or less reflects

a division in focus between urban driving and other types of driving. Urban driving is constrained

by the positions and velocities of surrounding vehicles as well as traffic signal locations and

states. The constraints present in urban driving are time-varying. Inevitably, the constraints used

will need to be approximate as precise knowledge of future values is not possible. Because all

optimal Eco-Driving methods proposed are intended to be used in a receding horizon manner some

simplification is acceptable. However, in order to make direct comparisons between methods, a

standard and sufficiently representative set of constraints must be applied to all.

55



Table 3.1: Publications Reviewed by Method Type

Category Method Type Publications

Rules-Based

Eco-Driving (RBED)
Intelligent Driver Model (IDM)

[89], [90], [91], [92], [99], [93],

[94], [95]

Rule-Set [96], [97], [98]

Discretized Control

Optimization (DCO)
Dynamic Programming (DP)

[101], [102], [104], [105], [106],

[107] [108], [109], [110], [111],

[112], [113], [114]

Reinforcement Learning (RL) [115], [116], [117]

Polynomial

Trajectory

Optimization (PTO)

Bounded Nonlinear Solvers [119], [120], [121], [123]

Metaheuristics
[130], [131], [132], [133], [134]

[131],[135], [136], [137]

3.5 System Definition

The Eco-Driving system can be broken down into three subsystems as shown in Figure

3.1. This systems-level diagram is consistent with advanced vehicle control applications

such as autonomous vehicles [139] and with energy efficiency improvement strategies such as

optimal energy management [25]. The Eco-Driving subsystems are, respectively, the Perception

subsystem, the Planning subsystem, and the Plant subsystem.

Figure 3.1: Eco-Driving System Schematic
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The Perception subsystem uses the sensors and connectivity capabilities of the ego vehicle

and computes motion boundaries based on a detected lead vehicle (with on-board sensors and

V2V) and upcoming traffic signal information (V2I). The proliferation of new vehicles equipped

with a forward object detection system will soon reach 100% per an agreement between the

National Highway Traffic Safety Administration (NHTSA) and automakers which mandates the

inclusion of said systems in order to enable automatic emergency braking as a standard feature

[140]. These systems often comprise a radar and a visual object detection system which work

in concert to determine the location, motion, and type of objects in the ego vehicle’s forward

vision cone. In addition to enabling safety oriented features such as collision avoidance systems,

the forward object detection system also enables convenience oriented features such as adaptive

cruise control. In the future, most vehicles may also be equipped with V2I technology in the form

of a transponder which communicates with infrastructure transponders according to the Society of

Automotive Engineers (SAE) specification J2735 [67]. Among the messages contained in the SAE

J2735 specification are the SPaT and MAP messages which provide the signal phase and timing

and locations of upcoming traffic signals.

The vehicle is assumed to contain a two-level controller with a high-level controller computing

an optimal Eco-Driving trace and the low-level controller being responsible for carrying out the

optimal Eco-Driving trace in a safe manner. The Planning subsystem, which is composed of the

high-level controller, takes the information about lead vehicle motion, speed limit, as well as future

traffic signal information and uses it to compute the optimal Eco-Driving trace.

The final subsystem, the Plant, is the ego vehicle (physical or simulated) which executes the

optimal Eco-Driving trace and outputs the resultant energy consumption. The subsystems and the

manner in which they are treated in this study are explained in the following subsections.

3.6 Subsystem 1: Perception

In order for Eco-Driving control to be evaluated in a real-world context, the algorithms which

generate the optimal Eco-Driving trace must be able to function using only information which is
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currently, or will soon be available to CAVs. The information which is available to CAVs comes

from the Advanced Driver Assistance System (ADAS) system of the CAV as well as from V2I

communication where available. The data which is available to CAVs via their ADAS systems and

V2I communication is listed in Table 3.2 and is further elaborated in [47].

Table 3.2: Data Available to CAVs

Signal Description Source

Lead Vehicle
Relative location of confirmed

lead vehicle
ADAS

Signal Phase and Timing (SPAT)
Phase and timing for subsequent

traffic signals
V2I

Positions of Subsequent Traffic

Lights (MAP)

Latitude and longitude

coordinates for subsequent traffic

signals

V2I

Speed Limit
Currently active speed limit for

the ego vehicle
V2I

With this information, a CAV can generate path constraints for the optimal Eco-Driving

problem. For this study, path constraints consist of allowable locations (distances along the vehicle

path) for the vehicle at specific times and allowable speeds for the vehicle at specific locations.

3.6.1 Path Constraints

The ego vehicle should not be deliberately programmed to violate traffic laws even if this

provides efficiency and/or travel-time benefits. This means that the vehicle should neither exceed

the speed limit, disobey traffic signals, nor collide with any other vehicle. If the ego vehicle is

the first vehicle in a queue then an upper boundary can be generated from SPaT knowledge as an

inequality constraint,

x(t)< BU(t), t ∈ [0,T ] (3.1)
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where x is the vehicle distance along its route, BU is the upper boundary which is a function

of time, and T is the final time of the drive cycle. There are many ways to generate this upper

boundary based on lead vehicle and traffic signal positions. A general approach would be to

formulate the upper boundary based on a piecewise function wherein the boundary is generated by

the closer of the nearest stop phase and the immediate lead vehicle. For the purposes of this study,

only vehicles with no immediate lead vehicle are considered (i.e. there are vehicles in front of the

ego vehicle but always at least one signal away) as in such a case, a long-term optimal trajectory

can be generated.

An assumption made here is that waiting out a go phase while not moving, although potentially

optimal for a single vehicle, will cause congestion and will not be fleet optimal. Thus, a lower

bound on distance as a function of time is also defined as an inequality constraint,

x(t)> BL(t), t ∈ [0,T ] (3.2)

where BL is a piecewise function of time based on the positions and phases of leading traffic

signals. The upper bound and lower bound combine to form a "corridor" on a phase map as shown

in Figure 3.2.

In limiting possible paths to those entirely within the boundaries corridor, the ego vehicle is

limited to largely following traffic norms and is far less likely to radically affect normal traffic

patterns. The selection of stop phases to define the boundaries is done using the IDM model

further described in Section 3.7. The IDM simulation is carried out for a given amount of time

and the upper bound is defined by the preceding phases of the traffic signals passed by the model

vehicle and the lower bound is defined by succeeding phases of the same signals. As the IDM

model represents a baseline driver, the corridor created this way is one which must reflect normal

driving and, thus, is useful for this purpose. It should be noted that the boundaries created in this

manner are non-convex.

Traffic signals are generally adaptive and were in this specific case. In this study full knowledge

fo traffic signal timing in the future is assumed. The effects of adaptive traffic signal timing may
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Figure 3.2: Example upper and lower boundaries "corridor"

be dealt with through the implementation of stochastic constraints as in [113]. Uncertainty on the

timing of traffic signals will have the effect of extending the stop phases as used in optimization

and thus tightening the corridor.

An element of reality is added to this study through the use of real-world SPAT data in the

generation of path boundaries. This data was collected in 2019 and consists of traffic light phase

and timing data from 19 traffic signals along a 4 mile route in downtown Fort Collins, CO. This data

was collected by the authors and its collection is described in [62]. Several hours of SPAT data for

each of the traffic signals was collected in collaboration with the Fort Collins Traffic Operations

center. From this data and the distances of the traffic signals along the route, a phase map was

constructed.

In order to conform to traffic norms and regulations the ego vehicle velocity is required to

satisfy the inequality,
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0 ≤ v(t)≤ SL(t), t ∈ [0,T ] (3.3)

where SL(t) is the road speed limit at time t. For the Fort Collins drive cycle used in this study,

the speed limit for all roads at all times was 35 mph (15.65 m/s).

3.7 Subsystem 2: Planning

The Planning subsystem is responsible for calculating an optimal Eco-Driving trace based on

the constraints computed by the Perception subsystem. As described in Section 3.5, the planning

system is assumed to contain a high-level controller which computes optimal velocities and a

low-level controller which implements them. This study is only concerned with the high-level

controller. It is also assumed that the high-level controller will operate in a Model Predictive

Control (MPC) framework for all methods. The optimal methods selected for implementation

were DP DCO, and PTO using IPOPT, GA, and PSO as solvers. IDM was used as the baseline

control to compare against. These methods are defined in the following subsections.

3.7.1 Baseline Control

Intelligent Driver Model (IDM)

IDM, developed by Trieber, Hennecke, and Helbing in 2000 [91] is an RBED method intended

to enable agent based traffic modeling. This model represented a step improvement on previous

car-following models as it was meta-stable, prevented collisions, and all parameters had physical

interpretations. The IDM is formulated as follows:
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ẋi =
dxi

dt
= vi (3.4)

η =

(

1−
(

vi

v0

)δ

−
(

s∗(vi,vi−1)

si

)2
)

(3.5)

v̇i =
dvi

dt
=















aη η ≥ 0

bη η < 0

(3.6)

si = xi−1 − xi − li−1 (3.7)

s∗(vi,vi−1) = s0 + viT +
vi(vi−1 − vi)

2
√

ab
(3.8)

Table 3.3: Variables and Parameters for IDM

Parameter Description Representative Value

i Ego vehicle (lead vehicle is vehicle i-1) N/A

x Distance N/A

v Velocity N/A

s
Distance headway (space between lead and

follow vehicle)
N/A

s∗ Desired distance headway N/A

η Proportion of maximum acceleration used N/A

s0 Minimum distance headway 15 m

T Desired time headway 4 s

δ Velocity exponent 4

l Vehicle length 2 m

a Maximum forward acceleration 5 m/s2

b Maximum deceleration 5 m/s2

In this study, as mentioned previously, only the optimal trace for the lead vehicle is considered.

Thus the upper bound of the traffic light constraints is used in place of a lead vehicle with varying

distances but always zero speed.
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IDM can represent a spectrum of drivers in terms of aggression in acceleration and follow

distance. Parameter selection for IDM is important as it effects the efficiency of the generated

trace. Those parameters which have the greatest effect on EE are a, b, and δ . An experiment was

run on said parameters using 100 different constraint sets per case and a FASTSim [141] 2015 Kia

Soul EV model. This experiment was a full-factorial design with the levels for a and b being 1, 5,

and 9 m/s2 (this range encompassing virtually all passenger vehicle accelerations [142, 143]), and

the levels for δ being 2, 4, and 6. The EE results of this experiment were regressed onto the values

for a, b, and δ and interaction terms and the results are presented in Table 3.4.

Table 3.4: EE Regression Results for IDM Parameters

coef value std err t P > ‖t‖
Intercept 143.6204 0.664 216.293 0.000

a -1.6560 0.514 -3.220 0.005

b -1.6921 0.514 -3.290 0.004

a : b 0.3316 0.398 0.832 0.416

δ -1.6026 0.514 -3.116 0.006

a : δ -0.4282 0.398 -1.075 0.296

b : δ -0.0932 0.398 -0.234 0.817

a : b : δ 0.0664 0.309 0.215 0.832

The results of the regression analysis indicated that a, b, and δ were significant terms which

negatively effected EE while none of the interaction terms were significant. Thus, values for a,

b, and δ can be set independently. Several papers propose methods for setting these values or the

values themselves. In literature the default value for δ is given as 4 [91, 144–146] and there is

reason to hold this assumption as valid. NREL produced a report in 2021 [147] which extracted

39,000 individual driving features (acceleration-from-stop, deceleration-to-stop, and cruise events)

from collected driving data and fit IDM parameters to the data. Although the IDM model used by

NREL is slightly differently formulated than in this paper, the results are, nevertheless, informative.

NREL found clusters for δ at .88, 1.40, 1.75, 2.13, and 4.78, ultimately the paper recommends a

63



value of 4 for δ . Setting values for a and b was also based on literature where default values

are generally given as 5 m/s2 for both. The authors did not see any reason to deviate from these

established values.

3.7.2 Optimal Control

All optimal control solver methods address the following problem,

min
U

J(S0,U) (3.9)

where

J(S0,U) = Φ(SN)+
N

∑
k=1

Ψ(Sk,Uk) (3.10)

s.t.

Sk+1 = f (Sk,Uk), k = 0, . . . ,N −1 (3.11)

BL(t)≤ S(t)≤ BU(t) (3.12)

where Ψ(S,U) is the running cost, Φ(S) is the final state cost, S = [x,v]⊤ is the state vector

containing the problem states position and velocity, S0 = [x0,v0]
⊤ is the initial values of the state

vector, U = [a] is the control vector containing the control acceleration, J is the cost for S and

U , and BL and BU are vectors containing the constraints as described in section 3.6. The overline

indicates an array containing values at multiple discrete time intervals. The goal of the optimization

is to find the optimal Eco-Driving trace (U
∗
) such that J∗ is equal to the global minimum value for

J.

The cost J is evaluated one of three ways. It is common in literature for the cost function for an

Eco-Driving optimization to be entirely based on acceleration. The case for using an acceleration

based cost function is made in several articles [148–150]. Nevertheless, the authors determined

to consider progressively less abstracted cost functions as well. The cost functions were also

designed to be able to compute quickly and to be calculable for both long traces and for single
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time steps. The cost functions used are specified below.

Cost Functions

Acceleration l2 Norm (Al2N) Cost Function

The Acceleration L2 Norm (AL2N) cost function is simply the square of the l2 Norm of

acceleration sequence. It is given by

JAL2N(U) =
N

∑
k=1

a2
k (3.13)

Note that minimizing the l2 Norm squared is equivalent (gives the same acceleration sequence)

as minimizing the l2 Norm but is computationally advantageous as it does not require the

computation of square roots.

Road Power Cost (RPC) Cost Function

The Road Power Cost (RPC) cost function is based on the road loads ABC formula [151]

multiplied by velocity to return power. This cost function takes into account the impacts of viscous

and aerodynamic drag in addition to acceleration, and is given by

JRPC(S,U) =
N

∑
k=1

[Avk +Bv2
k +Cv3

k +makvk] (3.14)

where A, B, and C are the coefficients of the road loads equation and m is the vehicle mass. For

FASTSim vehicles, the road loads coefficients are not provided and hence were chosen as A = 0,

B = CRR, and C = ρFCD with CRR being the coefficient of rolling resistance, ρ being the density

of air, F being the vehicle frontal area, and CD being the vehicle coefficient of aerodynamic drag.
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One of important aspects of AL2N and RPC cost functions is their independence of powertrain

model. An approach related to RPC has been studied in [152] under the name wheel power

minimization.

Battery Power Cost (BPC) Cost Function

The Battery Power Cost (BPC) cost function is an extension of the RPC cost function which

accounts for the efficiency of the motor/inverter based on power requirements. This calculation is

a simplified facsimile of the FASTSim model and requires powertrain modeling details. The BPC

cost is calculated as follows:

JBPC(S,U) =
N

∑
k=1

ηk(vk,ak)PR(vk,ak) (3.15)

PR(vk,ak) = Avk +Bv2
k +Cv3

k +makvk (3.16)

ηk(vk,ak) =















η−1
T η−1

M/I
(PR(vk,ak)) PR ≥ 0

ηT ηM/I(PR(vk,ak)) PR < 0

(3.17)

The transmission efficiency term ηT is a constant and the motor/inverter efficiency term ηM/I

is calculated by interpolating using the FASTSim motor efficiency curve. It should be noted that

BPC requires more component specific information as well as interpolation and, thus, may be

more difficult to implement and will require more computational time.

Summary

The three different cost functions reflect three different approaches to optimizing EE. A

comparison of the cost function values for a 2015 Kia Soul EV is shown in Figure 3.3.
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Figure 3.3: Comparison of cost function values for 2015 Kia Soul EV. Red polygon outlines the operational

envelope of the UDDS, US06, and HWFET EPA dynamometer drive cycles and is shown as reference for

common driving conditions.
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Note that the velocity sensitive cost functions RPC and BPC have similar contour plots but

both differ significantly from the AL2N cost function.

Optimizers

2 State Dynamic Programming (2SDP)

DP is a well known and commonly used optimal control method. The principle advantage

of DP is that it guarantees a globally optimal solution subject to the chosen discretization. The

primary disadvantage of DP is that it will generally require significantly greater computational

time and effort than other methods and heuristics. In the case of Eco-Driving control, which is a

2 state 1 control non-linear optimization problem with time varying constraints, 2 State Dynamic

Programming (2SDP) is a natural choice and it appears in literature in multiple forms as described

in Section 3.4. The dynamics of the problem in discrete-time are represented by

vk+1 = vk +uk∆t (3.18)

xk+1 = xk + vk∆t (3.19)

The boundary violation cost function JPC is shown in equation (3.20), where the path

constraints in x were enforced by a squared error penalty function. The boundary violation cost is

added to the running cost Ψ(Sk,Uk) at each time-step.
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JPC(Sk,Uk)+































βx(xk −BL,k)
2 xk < BL,k

0 BL,k ≤ xk ≤ BU,k

βx(xk −BU,k)
2 xk > BU,k

+































βv(vk −0)2 vk < 0

0 0 ≤ vk ≤ SL,k

βv(vk −SL,k)
2 vk > SL,k

(3.20)

where BL,k = BL(tk), BU,k = BU(tk), and SL,k = SL(tk). The final state cost function is

Φ(SN) = βFS(xN − xtarget)
2 (3.21)

where xtarget is the desired ending position and βFS is a tuned parameter.

Spline Non-Linear Programming (SNLP)

A second common method to solve time-varying controls problems is via direct transcription

[153] wherein a problem in continuous time is transcribed to the time domain and solved at discreet

times. Direct Transcription (DT) significantly increases the dimensionality of a control problem but

allows the use of efficient methods such as IPOPT and SLSQP for linear and non-linear problems

[154–156]. The dynamics of the problem are represented by

vk+1 = vk +uk∆t (3.22)

xk+1 = xk + vk∆t (3.23)
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The running cost and final state cost functions are the same as that for 2SDP and are shown in

equations (3.20) and (3.21) respectively.

An issue with using IPOPT to solve discrete-time optimal control problems is that the run-

time required scales exponentially with the length of the state vector [157]. In order to avoid

using extremely high levels of discretization it is common to use polynomial interpolation between

more distant optimization points. The authors chose to define trajectories using Piecewise Cubic

Hermitic Interpolation Polynomial (PCHIP) splines with knots placed at those points in time where

the upper or lower boundaries change. The trajectories are defined as

S = PCHIP(ε, tknots,BL,knots,BU,knots, t) (3.24)

where ε are the locations of the vehicle at the knot times (tknots) relative to the boundaries at

the knot times (BL,knots and BU,knots), and t is the discrete time vector for the problem.

Spline Genetic Algorithm (SGA)

The first metaheuristic method discussed is the Spline Genetic Algorithm (SGA). For this

study, the phenotypes optimized are ε vectors. The initial population is generated randomly with

an initial guess inserted in place of one randomly generated phenotype. The GA method used

employs sorted selection wherein the best phenotypes are selected for crossover and random

mutation wherein a certain percentage of the total chromosomes from all phenotypes are changed

to a random number each step. The method also employs elitist carry-over wherein the best

phenotype is kept for the next step un-changed. The dynamics and cost function for SGA are

identical to those for Spline Non-Linear Programming (SNLP). GA is inherently parallelizable and

scalable meaning that it is well suited to modern parallel computing and may benefit significantly

in terms of run-time from such an implementation.

70



Spline Partical Swarm Optimization (SPSO)

The second heuristic method used is Spline Particle Swarm Optimization (SPSO) which uses

the PSO heuristic to optimize a positional spline trajectory. In this study, the particles used are

ε vectors for a given set of boundaries and the trace in distance and velocity is computed as in

equation (3.24). PSO is a quasi-Newton method as it applies a modified gradient search but does

so with many particles simultaneously. The particle position and velocity update equations for

PSO are given as

εk+1 = εk +V k (3.25)

V k+1 = wV k + c1r1(εbest,p,k − εk)+ c2r2(εbest,g,k − εk) (3.26)

where V is the vector of particle n-dimensional velocities, w is the momentum term which sets

the weight of the current velocity, c1 and c2 are the local and global position weights, r1 and r2

are random weights assigned to the local and global terms, εbest,p is a vector of the best solutions

found by each particle, and εbest,g is the global best solution found by any of the particles. In this

study a mutation step was added to the PSO solver in order to enable faster convergence [135] with

the mutation step functioning similarly to how it functions in the SGA method. Like the GA, PSO

is inherently parallelizable and scalable making it well suited for a parallel implementation.

3.8 Subsystem 3: Plant

For this study a 2015 Kia Soul EV was selected as the vehicle of interest. This particular

EV was selected because dynamometer data for it is available from ANL’s Downloadable

Dynamometer Database (D3) [80] and because the research group owns a drive-by-wire capable

physical vehicle for future studies. For vehicle simulation NREL’s FASTSim [141] was selected.

FASTSim is an efficient, accurate, and robust 1-dimensional vehicle simulation which is commonly

71



used in research. Construction of the FASTSim Kia Soul EV model was done using a combination

of publicly available data, common FASTSim validated model parameters [158], and tuned model

parameters. The model parameters are shown in Table 3.5.

Table 3.5: Kia Soul EV FASTSim Model Parameters

Parameter Value Units Source

Mass 1664 kg ANL D3 test data sheet [80]

Frontal Area 2.87 m Public information [159]

Coefficient of Drag (CD) .35 N/A Public information [159]

Coefficient of Rolling Resistance

(CRR)
.0188 N/A Tuned parameter

Maximum Battery Storage 25.5 kWh Tuned Parameter

Wheelbase 2.57 m Public information [159]

Max Motor Power 81 kW Public information [159]

The two tuned parameters, CRR and Maximum Battery Storage, were tuned from assumed

values in order to best match the battery State of Charge (SOC) and battery power traces from

the D3 data. After tuning the data, the 2015 Kia Soul EV FASTSim model was able to match

the D3 data to within 0.2% in terms of energy consumption while closely matching the SOC and

battery power traces with mean absolute percentage error values of 0.763% and 1.552%1. The

vehicle plant will add uncertainty to the optimization in the forms of sensor noise and actuator

error. Neither of these is modeled in FASTSim. However the FASTSim vehicles have a limited

ability to follow traces subject to powertrain parameters. Thus, the robustness of the solvers, in

terms of ability to produce feasible traces was reflected in the results.

3.9 Results

Each optimal Eco-Driving trace generation method was evaluated in terms of the following two

criteria:

1Zero-valued points omitted
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1. Ability to produce energy efficient solution traces

2. Ability to produce solutions within acceptable levels of run-time

The authors evaluated the performance of the methods in generating optimal Eco-Driving traces

for 5 minute driving trajectories. Longer time horizons allow for the solvers to improve over

baseline to a greater degree but also increase the optimization space for the solvers leading to rapid

growth in run-times. The 5 minute time horizon was picked as a sufficient compromise. Although

ultimately, any on-board implementation must be receding horizon based to account for changing

information in real-time, this paper is only concerned with the efficacy of solver methods for single

evaluations.

The purpose of this study was, specifically, to compare the relative merits of several optimal

Eco-Driving trace methods found in literature. Consequently, the scope was limited. The authors

assumed that optimal Eco-Driving trace generation is one step in an optimal Eco-Driving control

algorithm which operates in a receding-horizon manner and that this algorithm comprises the upper

level of a two level controller with the lower level being responsible for the instantaneous control

of the vehicle. This conception of an optimal Eco-Driving control framework is consistent with

the literature as described in Section 3.4.

3.9.1 Optimal Solver Results

EE Improvement

A standard experiment was run for evaluation of the methods with respect to the solver and cost

function. This experiment was a full-factorial design in which each solver was evaluated for 100

pre-defined boundaries cases and with each cost function. These pre-defined cases were defined by

a selection of random starting times and locations on the phase map as shown in 3.6. The decision

to run 100 cases per combination was made in order to allow for the use of large sample statistics.

The results of the experiment in terms of EE improvement over baseline and in terms of cost

function reduction over baseline are shown in Figures 3.4 and 3.5.
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Figure 3.4: Mean and standard deviation of EE improvement over baseline results for all methods and cost

functions

Figure 3.5: Mean and standard deviation of cost function reduction over baseline results for all methods

and cost functions
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From Figures 3.4 and 3.5 a definitive order is visible in the relative performances of the methods

in relation to EE improvement and cost function reduction. Readers will observe that the cost

function reduction exceeded 100% on a recurring basis for the RPC and BPC cost functions. The

ability of the RPC and BPC cost functions to be reduced by greater than 100% is reflective of

the regeneration potential over a given drive cycle for those cost functions and is an artifact of

the particular boundary conditions used in the experiments. All optimal Eco-Driving traces in

the experiment start at 15.65 m/s (35 mph) which is the speed limit of the 4 streets used for data

collection but optimal Eco-Driving traces were not required to match this speed at the end of the

drive cycle. Thus, it was possible for the energy regenerated over the course of the drive cycle

to exceed the energy spent. Generally, the ranges seen for EE improvement as a percentage of

the mean were quite large in comparison to the same for cost function improvement and this is

the result of the low correlations between cost function improvement and EE improvement for all

methods and cost functions. Correlations between cost function improvement and EE improvement

are shown for all cost functions in Figure 3.6.

Correlation between cost function improvement and EE improvement was shown to be best

for BPC then RPC; in both cases the correlation was significantly better than for AL2N. This is

attributed to models in BPC and RPC providing closer match to the model in FASTSim. Due

to the large uncertainties regarding the EE improvement results, the significance of the observed

differences in effectiveness could not be assumed and thus T-tests were conducted between all

combinations of method and cost function and the results are presented in Figure 3.7.

Results shown in Figures 3.4 and 3.7 indicate that the best performing method in terms of

improving EE was 2SDP followed by the heuristic methods and finally SNLP. The same results

indicate that the velocity sensitive cost functions enable better solutions to be found than AL2N.

Neither result is surprising, only DP should be able to find globally optimal solutions and more

information should lead to a better solution.

Finally, it should be added that by reducing the acceleration and braking limits by a factor of 10

to 0.5 m/s2, the IDM method was able to produce a mean improvement of 5.51% with a standard
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Figure 3.6: Correlation between cost function reduction and EE improvement for all cost functions

Figure 3.7: Significance of comparative results (P-values), purple indicates that the column significantly

outperformed the row, blue indicates that the row significantly outperformed the column, green indicates the

difference between the row and column was insignificant at 95% confidence
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deviation of 2.79%, comparable to the results from the SPSO method. The IDM method was

omitted from the comparison as it cannot be made to meet the end position constraint and, thus,

achieved better EE by reducing average speed thus rendering the results not directly comparable.

Computational Load

All methods for this study were implemented in Python 3 with the NumPy and Scipy libraries.

All solvers were run-time optimized in Python and all are vectorized to the highest degree

possible in order to minimize run-time [160]. Nevertheless, a specific outcome of the Python

implementation is that Python has very limited parallel processing capability [161] which means

that the authors were not able to experiment on the impacts of parallel processing on run-time for

the SGA and SPSO methods. The computer used for simulation contained an AMD Ryzen 7 3700x

8-core multi-threading capable CPU with 16 gigabytes of RAM running the 64 bit Ubuntu 18.04

LTS operating system with Python 3.8. All simulations were conducted on the same computer

to ensure the integrity of relative run-times. Even though Python is unlikely to be used for

onboard implementation, the computational time results are of interest for the relative comparison

of different methods in terms of computational time required. Figure 3.8 shows the relative run-

times for each method and cost function.

An immediate conclusion is that the 2SDP method is not competitive with the other methods

as a real-time control due to its large run-time requirement. Implementation specifics play a huge

part in determining run-time and it is possible to significantly reduce the run-time requirements for

the 2SDP method by changing hardware and language but these changes would also benefit the

other methods and the relative gap should remain on the same order of magnitude. The authors

did not find a single paper in the literature which implemented a 2SDP method in real time. The

closest examples would be [112, 114], in which a DP solver is used as the higher level in a 2

level receding-horizon controller but the DP algorithm takes multiple seconds to produce a novel

solution, and [106] which implements a real-time ADP solver.

It is also evident that the SGA method is the quickest to execute and could be made to execute

in even less time with the use of parallel processing, with the same being true for SPSO. Current
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Figure 3.8: Mean and standard deviations of run-times for all methods and cost functions

vehicular compute systems differ in architecture from desktop computers although this may soon

change [162]. Implementation on automotive controllers may result in different relative run-

times but these differences should not be enough to overcome the orders of magnitude run-time

differences seen in this study.

3.9.2 Eco-Driving Traces

The differences in EE improvement reflect visual differences in optimal Eco-Driving trace

traces. A representative example is shown in Figure 3.9 and 3.10 for all methods and cost functions

with one set of constraints.

In general, the optimal Eco-Driving traces improve over the baseline traces primarily by

minimizing the speed reduction due to traffic signals. There are many local optima in the results

space and many are very similar to the global optimum thus the non-DP methods are most likely

to settle on a local optimum. However these local optima clearly approximate the global optimum.

The optimal traces for the AL2N cost function are visually distinct from those generated using

the speed sensitive cost functions. While the AL2N cost function is only sensitive to absolute
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Figure 3.9: Example position vs. time traces for all methods and cost functions
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Figure 3.10: Example velocity vs. time traces for all methods and cost functions
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acceleration, the speed sensitive cost functions are sensitive to directional acceleration as well as

proportional to speed, speed squared and speed cubed. The result is that the speed sensitive cost

functions will tend to reduce maximum speed and encourage deceleration to a greater degree than

AL2N. When compared to the literature, traces seen in this study, are more jerky. There are two

reasons for this. First, the constraints used in this study are more complex than those used in most

of the literature being time-varying and in distance and speed. The second is that no explicit proxy

for passenger comfort was added to the cost function. The velocity sensitive cost functions resulted

in traces with lower speeds and higher decelerations which would, no doubt, be less comfortable

for passengers.

Non-optimal methods may also be used to generate Eco-Driving traces. Four optimal methods

for generating optimal Eco-Driving traces were compared to IDM where IDM parameters used

were chosen to be representative of normal driving behavior. IDM parameters can also be chosen to

result in improved EE. The IDM acceleration parameters and aggression parameter were shown to

have large and significant effects on EE in Section 3.7. By reducing the allowed accelerations by a

factor of 10 to 0.5 m/s2, a mean EE improvement of around 5% was attained. An EE improvement

of 5% is on the low end of what was attained with the optimal methods. IDM is a low cost

algorithm which requires no look-ahead information making it much easier to implement than

the optimal methods. There are, however, advantages of the optimal methods over non-optimal

methods regardless how the non-optimal methods are applied. Optimal control allows for a degree

of performance and flexibility that non-optimal control does not. The boundary conditions used for

all optimal methods used in this study required that the vehicle arrive at a given distance at a given

time thus maintaining a precise average speed. The solvers were able to still produce significantly

more efficient traces than baseline. Low acceleration IDM, by contrast, cannot meet the same final

condition and was able to improve over baseline principally by traveling at a lower mean speed.

In generating optimal Eco-Driving traces there is a balance between maximizing EE and limiting

travel time. In this study the travel-time aspect was removed from consideration by applying a

strict final condition but all optimal control methods presented could be modified to allow for a
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Figure 3.11: comparison of run-time and EE improvement means for all methods and cost functions

precise trade-off between EE and travel time. Thus, while requiring more in terms of increased

computational load and look-ahead information, optimal control does enable more precision and

flexibility than non-optimal control.

3.9.3 Summary

The mean results for the methods and cost functions are presented for run-time and EE

improvement in Figure 3.11. Several observations can be made. The first is that the globally

optimal solution produced by 2SDP is usually significantly more efficient than the locally optimal

solutions but requires much more run-time. DP can be made to run quicker with partial

parallelzation [163] but this would not be enough to reduce the run-times to the level of the PTO

methods. The literature contains several papers describing the practical implementation of multi-

state DP based Eco-Driving control algorithms but these either evaluate the problem on a less

than 1 Hz basis or use sub-optimal approximations of the cost-to-go function. DP based optimal
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Eco-Driving trace solvers seem unlikely to become the basis of widely available commercial Eco-

Driving systems due to the computational cost unless they rely on cloud computing.

Of the PTO solvers implemented, it is clear that the GA based method was most effective

in both criteria of evaluation. Visually, the SGA method with the RPC and BPC cost functions

occupies a position up and to the right of the general trend line seen in Figure 3.11 indicating a

favorable performance in both criteria. One reason for this is that the specifics of the optimal Eco-

Driving trace generation problem, as defined in this study, lend to the strengths of the GA which

can explore complex optimization spaces quickly and efficiently by exploring many directions

simultaneously and removing poor solutions from the selection pool. PSO also explores many

solutions simultaneously but those particles which are seeded in low reward regions have to

gradually approach better solutions.

The specifics of the optimal Eco-Driving trace problem as posed in this study did not favor the

SNLP or SPSO methods. At their cores IPOPT and PSO are gradient search algorithms, extensions

of Newton’s method, and require the computation of a gradient at each optimization step. With

nonlinearity caused by the interpolation polynomials and the non-convexity of the constraints, such

gradient search methods were less effective. It is not surprising that the SGA method was found to

be the best of the type.

Another observation from Figure 3.11 is the benefit of additional information to solvers in

generating the optimal Eco-Driving trace. In literature it is common to see minimization of

acceleration used as a proxy for maximization of EE. This trend of acceleration minimization

is also very common in robotics control literature and, as many concepts in CAV control arise

from robotics it is easy to see the origins of the assumption. The assumption that acceleration

minimization is a valid proxy for EE optimization is stated explicitly in several well cited papers

[148, 149]. A main reason for the use the l2 norm of acceleration for a cost function is that

it is independent of vehicle and powertrain parameters and the optimization can be reduced to

a conventional quadratic programming problem. The outcomes of this study indicate that cost

functions which incorporated more information about the vehicle such as velocity, aerodynamic
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characteristics, rolling resistance, and powertrain efficiencies enabled optimizers to achieve higher

EE for electric vehicles assuming perfect preview of the constraints. Note that the velocity sensitive

cost functions in this study require minimal additional time to compute compared to the l2 norm of

acceleration.

3.10 Discussion

3.10.1 Problem Complexity

One solution not considered thus far for the optimal Eco-Driving problem is a brute force

solution. It would be logical to assume that random seeding could provide a possible method

for solving PTO problems. As will be demonstrated, the non-linearity and non-convexity of the

PTO optimal Eco-Driving problem render brute force methods infeasible as solvers. Consider the

polynomial trajectory shown in Figure 3.12.

Figure 3.12: Example polynomial trajectory defined by knots
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The trajectory in Figure 3.12 runs for 300 seconds but is defined by only 13 knot points. The

optimization space is further reduced to 11 dimensions because the first and last knots are fixed

in distance by he problem initial and final conditions. The knots are located at points where the

upper or lower bounds change allowing for the spline to be defined by the minimum number of

knots. Lower numbers of knots means lower problem dimensionality and faster solutions. The use

of polynomial trajectories introduces nonlinearity. Because the problem states (position, velocity,

and acceleration) at the boundaries of each segment (the knot points) must be equal for cubic

splines, the shape of each segment is a function of all knot locations in the spline. Each segment is

most influenced by the knots which terminate and those knots closest to the segment have greater

influence but all knots have some influence. The reason that the optimal Eco-Driving problem is so

complex has to do with how the spline interacts with the non-convex boundary conditions. Moving

the knot points in distance can easily result in a trajectory that violates the boundary conditions

even if the knot point remains will within the position boundaries. The likelihood of intermediate

points violating bounds decreases with knot frequency but violations remain possible. For optimal

Eco-Driving with PTO methods finding a feasible solution is non-trivial.

3.10.2 Ineffectiveness of Brute Force Solver Methods

Using the boundaries from Figure 3.12 once again as an example, brute force solver methods

can be trialed. The brute force concept would be to seed the space with a large number of possible

solutions and then evaluate all of the solutions and pick the lowest cost solution. Using random

seeding, a given number of random traces can be generated. One should note that this is how

the initial populations for GA and PSO are created. If a good solution can be found by simply

generating a huge initial population the metaheuristics may be unnecessary. The performance of

the random seeding method is summarized in Table 3.6.
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Table 3.6: Performance of Random Seeding Method

Number of Traces Best Trace Cost
Number of

Allowable Traces
Run-time

5,000 2.757e53 0 0.058

10,000 1.701e53 0 0.127

50,000 1.121e53 0 0.691

500,000 4.117e52 0 8.365

The main issue presented is that there is no guarantee of even a single valid trace being

generated by the random seeding, in fact it is often the case that not a single valid trace is generated

even among 500,000 traces. The size of the population must be 5,000 and 10,000 in order to

execute in a comparable amount of time as the SGA method which will produce a valid trace in

more than 99% of instances. It can be concluded that brute force methods are not viable solvers

for the optimal Eco-Driving Trace generation problem.

3.10.3 Difficulties Experienced by Gradient Descent Methods

One of the salient findings of this study is the relative performance between the PTO methods

with GA having performed best. As mentioned previously, gradient descent solvers which include

IPOPT and PSO struggle due to the difficulty of computing gradients which derives from the

nonlinearity of the polynomial and the non-convexity of the boundaries. this difficulty is illustrated

in Figure 3.13.
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Figure 3.13: Knot location vs. trajectory cost for non-fixed knots

As can be seen in Figure 3.13, there is no strong determinative relationship between knot

location and trace cost for any of the knots. This reflects the complexity of the problem. Because

the locations of all knots interact so heavily to determine trajectory cost, it is quite difficult to find

a discernible relationship between location and score for a single knot. The implication of this

complexity is that gradient search methods which rely on the numerical computation of Jacobians

and Hessians at every stage might struggle to converge on a good solution. This is exactly the type

of complex optimization environment to which the GA is well suited [128, 129]. As seen in Figure
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3.14, the GA is able to start from a random seed and then approach and ultimately find a viable

solution quickly.

Figure 3.14: Progress of GA solution

For the example in Figure 3.14, the GA solver reached convergence (1e-20) at 126 iterations

out of an allowed 500. The GA solver required only 9 iterations to find its first viable solution

and then optimized in the viable space for the remaining 117 iterations until convergence. These

results are typical for the problem and confirm that the GA is naturally well suited to the spline

interpretation of the optimal Eco-Driving trace generation problem.
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The optimal Eco-Driving trace generation problem is a complex optimization problem because

of a combination of methodological factors. In order to reduce the dimensionality of the

optimization space and allow for quick convergence on a solution, the trace is often generated using

a PTO. The decision to use polynomial trajectories means that the shape of any spline segment is

a function of the locations of all knots in the spline and not just the knots which terminate it.

This nonlinearity interacts with the non-convex boundary conditions of the optimal Eco-Driving

problem to create a complex optimization space which presents difficulty for gradient descent

algorithms. These difficulties do not effect the GA and thus favor GA as a solver.

3.11 Conclusions

A great breadth of knowledge on the subject of autonomous Eco-Driving control has been

generated by the research community in recent years. As the vehicular and infrastructural

technology which enables vehicular autonomous control become ever more widespread, the

opportunity to apply this knowledge in production vehicles becomes more realizable. A

comprehensive, implementation oriented analysis was performed in order to compare the relative

merits of several optimization methods found in literature. A survey of the literature was conducted

and four representative optimization methods (two state dynamic programming, and trajectory

optimization with IPOPT genetic algorithm, and particle swarm optimization) were implemented

and refined for application in simulation with real-world infrastructure data. Numerical simulations

were then conducted on these methods using three progressively less abstracted cost functions

(l2 norm of acceleration, road power, and calculated battery power) and each was evaluated

relative to the others in terms of performance and run-time. From these simulations, the following

conclusions were reached:

1. Minimizing the l2 norm of acceleration is confirmed to provide EE improvements.

2. Speed sensitive cost functions that reflect vehicle and powertrain characteristics can yield

improved EE results over the l2 norm of acceleration for electric vehicles.
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3. DP methods offer the highest potential for EE improvement (in the range of 7% to 15%) but

are extremely computationally expensive compared to other methods requiring on the order

of 100 to 1000 times as long to execute.

4. GA showed the most potential as a real-time method based on its relatively high performance

(5% to 10% EE improvement) in EE optimization and its low computational cost.

Near-future ADAS systems are anticipated to include high performance in-vehicle computers

and or embedded hardware which is capable of computing and executing Eco-Driving control. This

development will enable the implementation of two-level optimal Eco-Driving control for CAVs.

From the selected optimization approaches considered, the results suggest the use of a GA method

with a RPC cost function as providing the best trade-off between achievable EE and computational

overhead for optimal Eco-Driving trace generation for urban Eco-Driving BEVs.

3.12 Summary

The purpose of research directed towards RQ1 was to determine what energetic benefits could

be attained through connected vehicle optimal control. The work in the previous chapter focused on

Predictive Optimal Energy Management Strategies (POEMS) for Hybrid Electric Vehicles (HEVs).

The work in this chapter focused on optimal Eco-Driving control for Electric Vehicles (EVs). In

this chapter it was found that optimal Eco-Driving control can provide a realistic 5% to 10%

increase in vehicular efficiency over a baseline control. the work in Chapters 2 and 3 in this

dissertation comprehensively answer RQ1.
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Chapter 4

Assessment of Factors in the Reduction of BEV

operational Inconvenience

4.1 Preface

This chapter is derived from [164] which was primarily authored by this dissertation’s author.

The content of the paper addresses RQ2.T1, RQ2.T2, and RQ2.T3. RQ2 focused on understanding

the relationship between vehicular design and Electric Vehicle Support Infrastructure (EVSE)

infrastructure parameters on experienced inconvenience. Because of the physical realities of

energy storage and charging, Battery Electric Vehicles (BEVs) require more charging time than

Internal Combustion Vehicles (ICVs) do fueling time. Thus, a "gas-station" model of charging

is likely unfeasible. However, Electric Vehicle (EV) charging can be conducted, in theory, in any

location with access to electricity. Therefore, what charging options are available to BEV users will

determine what level of inconvenience is experienced during charging. BEVs range may also play

a role in determining operational inconvenience as lower ranges may constrain charging options

and force more inconvenient charging events. Regardless, it is necessary to derive a quantitative

metric for charging inconvenience and a method for calculating such metric from data in order to

understand the aforementioned relationships.

4.2 Overview

As governments and the automotive industry push toward electrification, it becomes

increasingly critical to address the broad set of factors influence individual car buying decisions.

Evidence suggests that operational inconvenience or the perception thereof plays a large role in

consumer decisions concerning BEVs. BEV ownership inconvenience and its causal factors have

been relatively understudied, rendering efforts to mitigate the issues insufficiently informed. This
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paper presents an empirical equation, derived using a novel data-based method, which relates

operational inconvenience to a small number of housing and local EVSE infrastructure factors. The

equation and method provided can be used to conduct quantitative analyses on the inconvenience

impacts of current and proposed EVSE infrastructure. Ultimately such a quantitative approach is

needed to understand and mitigate large inequities of BEV experience and adoption which might

emerge from electrification.

4.3 Introduction

Policy makers and industry have recently set ambitious goals for BEV market penetration [4].

These targeted efforts will help accelerate the growth of the BEV market share. The success

or failure of these initiatives will depend on millions of individual decisions on whether or not

to purchase or lease a BEV. Although economic factors are important in individual car buying

decisions, evidence suggests that consumers also weigh perceived operational inconvenience in

their decision making process [29–31].

Concerns about BEV operational inconvenience are founded in several realities related to

vehicular energizing (charging or fueling) namely BEV range and charging times [165]. BEV

ranges are limited by the capabilities of modern batteries. Current state-of-the-art Lithium-Ion (Li-

Ion) batteries have a specific energy of around 1000 kJ/kg [166] whereas gasoline has a specific

energy of 457,200 kJ/kg. The result of this disparity is that even though BEVs are more efficient

than ICVs they often have less range than similarly sized ICVs. Comparing midsize sedans, a

2022 Tesla 3 LR has a nominal range of 490 km and a curb weight of 1919 kg [167] while a 2022

Chevrolet Malibu has a nominal full-tank range of 915 km and a curb weight of 1422 kg [168].

Current BEV full-charge ranges are more than sufficient to meet daily driving requirements for

most Americans [169], but their lesser range is perceived by consumers as an inconvenience.

The disparity in energizing times between BEVs and ICVs is also rooted in the fundamental

characteristics of energizing. Gasoline contains 121.3 MJ per gallon [170]. At a fueling rate

of 7 gallons per minute [171] an ICV is energizing at 14.15 MW. By comparison, modern DC

92



Fast Charging (DCFC) occurs at 80-350 kW or roughly 40 - 180 times slower than fueling. In

combined driving conditions, the 2022 Tesla 3 LR uses roughly 5 times less energy per km than

the 2022 Chevrolet Malibu [167, 168] but would still expect to add range 8 times slower. If one

were to charge a BEV in the same manner as one fuels an ICV, by going to a dedicated station

every time, then the BEV would be much more inconvenient to operate.

Historically, BEV operational inconvenience has not been studied in depth as most BEV owners

charge primarily at home [32]. The recent development of public and private charging networks

have made long distance BEV travel increasingly feasible [33]. However, as adoption of BEVs

increases, and as BEVs penetrate non-luxury auto markets, the assumption that all BEV operators

have access to overnight charging will become invalid, and the role of public infrastructure may

become more important still.

The importance of public infrastructure for various potential BEV market segments has already

been recognized and funding for rapid development of public BEV infrastructure has been a key

component of many national and regional BEV readiness plans. [34]. However several key

questions remain to be answered:

• What are the ultimate relative operational inconveniences for BEVs vs ICVs for those who

can charge at home and those who cannot?

• What are the relative merits of different types of EVSE infrastructure in the reduction of

BEV operational inconvenience?

• What level of EVSE infrastructure rollout, if any, is sufficient to achieve convenience parity

for BEV operators?

In order to answer these questions, a method of evaluating energizing inconvenience was

developed and is the subject of this paper. Novel aspects of this paper are as follows: This paper

presents a novel, flexible, and data-based method for evaluating energizing inconvenience which

allows for direct comparisons between different vehicles and different conditions of operation. This

method utilizes longitudinal itinerary data and optimal energization scheduling in order to produce
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least inconvenient energizing traces for vehicles following the itineraries. The objective function

for the optimization is the novel metric Inconvenience Score (SIC) which measures the distance-

normalized sum of felt inconvenience for energizing events in an itinerary. The optimal energizing

traces are influenced by vehicular and infrastructural parameters. Thus the results can be used

to understand the relationships between vehicular and infrastructural parameters and operational

inconvenience expressed as SIC. Using the novel method, empirical equations relating SIC to

vehicular and infrastructural parameters are calculated using data from a proprietary, national,

light-duty, longitudinal dataset. The empirical equations are generally applicable within the US

and can be used to estimate felt inconvenience for light-duty BEVs and ICVs.

4.3.1 Quantifying Inconvenience

Quantifying the inconvenience experienced by users is a crucial step in the process of designing

the BEV system to minimize inconvenience. In transportation literature, it is common to consider

user inconvenience as a linear sum of separate factors which relate to time spent performing

actions and to baseline inconveniences associated with performing certain actions. Examples of

inconvenience being calculated as such a linear sum can be found in [172–177] which present a

variety of linear sum cost functions. In [172], a train rescheduling algorithm is presented which

calculates inconvenience as a weighted sum of time spent waiting, time spent in transit, and the

number of transfers implicitly stating that the action of transferring trains has an inconvenience

which is equivalent to a certain amount of waiting or transit time. A similar cost function for

inconvenience can be found in [177] which also accounts for an equivalent inconvenience due to

overcrowding of train cars. Some papers [174, 175] use cost functions which draw an equivalence

between time and money in their cost functions. This allows for an implicit weighting of time-

based inconvenience and cost of options. Researchers often represent inconvenience as being

caused by actions happening outside of desired windows. [176] proposes a compound cost function

where early arrivals at destinations are explicitly penalized, while [173] proposes a variety of
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penalty functions which apply for deliveries that arrive either early or late compared to an expected

delivery window.

A different approach sometimes taken is one which focuses on the users expectations as a

source of inconvenience. In [178] time-based inconvenience is computed only for time spent in

transit over an expected time in transit. An attempt was made in [179] to quantify the effects on

perceived inconvenience due to expected waiting time of several factors including whether or not

dynamic waiting times are displayed and found that displaying dynamic wait was most beneficial

in reducing perceived inconvenience.

These two general approaches agree that inconvenience is fundamentally derived from

delays and exertions. Any reduction in the underlying factors which cause inconvenience will

almost certainly reduce perceived inconvenience. Thus for a high-sample-size study efforts are

concentrated on modeling and quantifying the underlying factors that cause BEV inconvenience.

4.3.2 BEV Operational Inconvenience

The specific area of EV and Alternative Fuel Vehicle (AFV) operational inconvenience has

been under-studied. Nevertheless several different approaches can be seen in literature. A

fundamental difference between these methods is how they treat the issue of non-availability

of home charging. Roughly 62% of Americans live in owner-occupied un-attached dwellings

[180] leaving 38% who do not and, thus, are not well served by the "default" home charging

model. Approaches to accounting for home charging availability or non-availability fall into three

categories: assuming that only home charging will be available [181, 182], assuming that home

charging will be available for all BEV operators but not sufficient to cover daily charging needs

[183], and assuming that home charging will be available for some but not all BEV operators [184].

In [181, 182], a study was conducted using surveyed itineraries and assuming that charging

could only occur at home. the conclusion reached was that BEVs with a range of 120 miles would

be acceptable as one-to-one replacements for 90% of US vehicles under home-only charging and

60 miles of range would be sufficient for 90% of US households to own at least one BEV. In [183]
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a dollar equivalence for time lost due to charging was used to determine the relative inconveniences

of BEVs, AFVs, and ICVs using survey data and the locations of public EVSE infrastructure. The

study found that significant inconvenience is encountered for daily itineraries of greater than 60

miles. In [184], a quantification of BEV inconvenience for users with limited charging options

based on survey data, assumed EVSE infrastructure presence, and a charge scheduling heuristic is

proposed. A key conclusion is that BEV operators may be able to charge their vehicles in the same

amount of time as ICV operators would spend fueling or stopping for other purposes on a given

long trip. The cited papers differ greatly in problem definition and methodology. What can be

synthesized from the papers is that home charging is sufficient to complete a large portion of daily

itineraries and that reliance on public EVSE infrastructure causes inconvenience for sufficiently

long daily itineraries. It could be concluded, therefore, that complete reliance on public EVSE

infrastructure would make all but the shortest daily itineraries inconvenient.

The different approaches seen in [181–184] reflect different assumptions regarding the nature

of the problem. [181, 182] theorizes that BEV owners will predominantly charge at home and will

not rely on public charging options to extend the range of their vehicles. [183] assumes that BEV

owners will be forced to rely on public charging frequently. In [184] whether or not a BEV operator

has access to home charging will determine how much that operator will rely on public charging.

The papers studied place limits on BEV charging which are not reflective of the current reality

or a likely future reality. Both opportunity charging at destinations and fast charging en-route are

increasingly available [33, 185, 186]. In the literature some itineraries are labeled as infeasible for

BEVs when these trips are increasingly feasible with BEVs due to newer DCFC infrastructure. A

further limitation of the reviewed literature is the data used. The state of publicly available vehicle

itinerary data is quite poor and generally comes in the form of survey data rather than longitudinal

tracking data. Presumably, it is due to lacking data that researchers have opted for methods which

either generate itineraries synthetically or use a series of assumptions to adapt their models to the

limitations in the available datasets.
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In response to the state of the field, this paper presents a method which builds on and advances

previous work by computing BEV operational inconvenience accounting for the availability of

home charging, the state of EVSE infrastructure, and BEV ranges in a manner which is directly

comparable to ICV operation for the same set of big-data derived itineraries.

4.4 Data

The dataset used for this study was a proprietary long-term longitudinal dataset which tracked

the movements of 2,177 vehicles across the continental US over the course of multiple years. The

data was collected via an opt-in program which allowed the data collector to view CANbus data in

real time. The raw data was processed into a longitudinal data format providing trip start and end

locations, distances, and durations. Using this data the authors calculated dwell times for parking

events and home locations for most of the vehicles based on location frequencies, dwell durations,

and dwell times of day. The columns of the derived dataset are listed in Table 4.1

Table 4.1: Dataset Fields

Field Description

Park Location Lat-Lon coordinates of present dwell

Park Start Time UTC code for start of dwell

Park End Time UTC code for end of dwell

Is Home
Boolean for dwell location being at home or not being at

home

Trip Distance Distance traveled in the trip immediately prior to dwelling

Trip Time Time in travel in the trip immediately prior to dwelling

97



The principle advantage of this dataset was the duration of the itineraries. Of the 2,177

itineraries in the dataset, 1,626 contained at least 1,000 entries. The distribution of itinerary lengths

and mean driving distances are displayed in Figures 4.1 and 4.2.

Figure 4.1: Distribution of Itinerary Lengths in the Dataset

Figure 4.2: Distribution of Daily and Yearly Mean Driving Distances in the Dataset

The proprietary dataset used in this study had the advantage of being primarily intended

for use as a longitudinal dataset and it compares favorably to publicly available datasets for

that purpose. Two commonly used, publicly available alternatives are the 2005 Puget Sound

Regional Council (PSRC) study available via National Renewable Energy Laboratory (NREL)’s
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Transportation Secure Data Center (TSDC) and the 2009 or 2017 National Highway Transportation

Survey (NHTS). The PSRC survey contains similar numbers of vehicle itineraries as this study’s

proprietary dataset but most PSRC itineraries contain missing entries which would have to be filled

in order for the itineraries to be used. Other large datasets available from TSDC such as those used

in [182] contain less data than the PSRC data and come with similar issues. The NHTS, collected

most recently in 2017, provides a national dataset but is of limited use for longitudinal analysis as

it is a manually filled survey for a single day of household activity. The proprietary dataset was,

thus, the best alternative for use in this study.

On average, vehicles included in the dataset completed 1,445 trips per year for an average of

19,235.5 km traveled. For reference, the US Bureau of Transportation Statistics (BTS) calculated

that the average American household completed 1,865 vehicle trips for 28,670.4 km based off

of the 2017 NHTS [169]. Noting that the vehicles tracked in the proprietary dataset were not

necessarily the only vehicle used by the households to which they belonged, these numbers are

compatible with the available BTS data.

Although nominally a national dataset, the proprietary dataset showed a heavy bias towards

large metropolitan areas in the south-western region of the continental US. Home locations were

able to be estimated for 1,932 of the 2,177 vehicles in the dataset and these were located in a total

of 127 counties. However, 30.1% of home locations were located in just Los Angeles County

and San Diego County while the top ten most common counties accounted for 60.7% of home

locations. The distribution of home locations is plotted in Figure 4.3.
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Figure 4.3: Home locations in dataset

Although the vehicles in the proprietary dataset were predominantly based in a small number

of locations, the vehicles traveled considerably over the course of the tracking period and made

frequent visits to a number of locations distant from their origins as plotted in Figure 4.4.

Figure 4.4: Parking event locations in dataset
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4.5 Methods

The overall objective of this study was to understand what combinations of vehicular

characteristics and charging infrastructure characteristics allow for BEVs to attain convenience

parity with ICVs. In order to accomplish this a metric of inconvenience was created which could be

evaluated for any vehicle and Dynamic Programming (DP) was used to find the optimal energizing

strategy for any vehicle on a given itinerary defined in terms of trip lengths, dwell times, and

location types. This allowed for the direct comparison of BEVs and ICVs traveling on the same

itineraries and, thus, the direct comparison of inconvenience between the two.

4.5.1 Definition of Inconvenience

A fundamental insight in the study of vehicular operational inconvenience is that not all

energizing events are the same. The authors contend that different types of energizing events

inconvenience operators to vastly different degrees. The differences are rooted in the concept that

energizing a vehicle is only inconvenient for the duration of time that it constrains an operator’s

actions. If one is able to energize a vehicle without having to add devoted energizing time to his

or her daily itinerary then that person is not inconvenienced. If that same person has to spend

significant time at locations that he or she would not otherwise visit in order to energize his or

her vehicle then that person is inconvenienced. Thus charging at night and at home would be

far less inconvenient than charging at a dedicated charging station during the day. Relative to

inconvenience, charging events may be broken down into four categories as follows:

• Home energizing events: Energizing events which take place at the operator’s home location.

The operator’s vehicle will normally dwell at home for long periods on a daily basis. Thus,

home energizing events, regardless of duration, do not force the operator to devote time out

of his or her itinerary to energizing.

• Work energizing events: Energizing events which take place at the operator’s work location.

The operator’s vehicle will normally dwell at work for long periods on workdays. Thus,

101



work energizing events, regardless of duration, do not force the operator to devote time out

of his or her itinerary to energizing.

• Destination energizing events: Energizing events which take place at long dwell destinations

such as supermarkets, retail centers, gyms, etc. Because the operator would visit these

locations regardless of whether or not he or she intended to energize a vehicle, these events

do not force the operator to devote time out of his or her itinerary to energizing. Thus,

destination energizing events only inconvenience the operator for the amount of time that he

or she would need to spend paying for the energizing event.

• En-route energizing events: Energizing events which take place at a location which the

operator visits specifically to energize a vehicle. Locations such as petroleum stations or

centralized DCFC charging stations (Tesla Supercharger stations for example [187, 188])

may be located near amenities but operators will generally be constrained to stay within a

small area adjacent to the station for the duration of the energizing event. Thus operators are

inconvenienced for the duration of the event and payment process. An assumption is also

made that operators will have to travel a non-negligible distance to the energizing station.

Because operators are only traveling to the station to energize their vehicles the travel time

is also considered to be devoted energizing time. Thus operators are also inconvenienced for

the travel time required to get to and from the energizing station.

Because the different types of energizing events effect the operator differently it is important

to define a metric of inconvenience which can account for all four. To this end the authors propose

a flexible metric, Inconvenience Score (SIC) defined as

SIC =
∑

N
k=0[DE,kME,k +DT,kMT,k +DP,kMP,k]

∑
N
k=0 Lk

(4.1)

for an itinerary of N trips where DE is the duration of the energizing event, DT is the duration of

travel to get to the energizing location, DP is the duration of the payment process, ME,k, MT,k, and

MP,k are integer multipliers which respectively define whether or not to count the various durations

102



for trip k, and Lk is the length of trip k in kilometers. SIC, thus, is the average dedicated energizing

time per kilometer traveled in a given itinerary. The values of the multipliers based on the type of

energizing event are shown in Table 4.2.

Table 4.2: Values of multipliers based on energizing event type

Energizing Event Type ME MT MP

Home 0 0 0

Work 0 0 0

Destination 0 0 1

En-route 1 1 1

So defined, SIC is able to account for the differences between energizing event types and to

account for differences in total travel distance between itineraries. The flexibility of the SIC metric

thus allows for the direct comparison of inconvenience between disparate itineraries.

4.5.2 Models

Vehicles

For evaluation purposes, a vehicle model was defined which simulates the amount of energy

consumed by the vehicle on a given trip based on the trip length and mean speed. The vehicle

model is defined by the parameters listed in Table 4.3.
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Table 4.3: Vehicle Parameters

Parameter Description

Energy Storage Capacity [kWh]
Maximum amount of energy that can be

stored on vehicle [J]

City Consumption Rate [kJ/km]

Amount of energy consumed per unit distance

[J/m] in urban driving conditions [less than

15.6 m/s]

Mixed Consumption Rate [kJ/km]

Amount of energy consumed per unit distance

[J/m] in mixed urban and highway driving

conditions [15.6 m/s – 29 m/s]

Highway Consumption Rate [kJ/km]

Amount of energy consumed per unit distance

[J/m] in highway driving conditions [greater

than 29 m/s]

The vehicle model is of a rather standard type used in longitudinal analysis. The efficiencies

for the three speed ranges reflect vehicular efficiency in different driving conditions. In the absence

of second-by-second speed data an assumption is made that if a trip’s average speed falls within

a given range then that speed range will be most representative of the driving conditions of the

trip. The energy storage parameter reflects the usable energy storage capacity of the vehicle. As

batteries age usable storage capacity declines. This model also implicitly accounts for the effects of

heating and cooling loads. On hot or cold days the auxiliary loads required to run the temperature

control system for the vehicle will reduce the efficiency of the vehicle on an energy consumption

per unit distance basis. Thus, one can account for battery degradation and significant auxiliary

loads due to temperature control by changing the vehicle model parameters.

For this study two vehicles were used as representative models for BEVs and ICVs. These

vehicles were based on the 2022 Tesla 3 LR and the 2022 Chevrolet Malibu. The Tesla 3 LR and
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Chevrolet Malibu were chosen as they are roughly equivalent in size, shape, storage, and seating,

as well as both being mid-tier models in their ranges.

The consumption data for the base vehicles is listed in Table 4.4.

Table 4.4: Base vehicle energy consumption rates

Vehicle Parameter Value

BEV

Energy Storage Capacity [kWh] 82

City Consumption Rate [kJ/km] 385

Mixed Consumption Rate

[kJ/km]
479

Highway Consumption Rate

[kJ/km]
587

ICV

Energy Storage Capacity [kWh] 528

City Consumption Rate [kJ/km] 2600

Mixed Consumption Rate

[kJ/km]
2356

Highway Consumption Rate

[kJ/km]
2094

The representative BEV and ICV models most closely represent the vehicles they are based

on but the differences between the models are representative of the differences between BEVs and

ICVs more generally. The important differences are the greater efficiency of the BEV model and

the efficiency trends for each model. Where BEVs are more efficient in urban conditions, ICVs

are more efficient on highways. The difference is because BEVs are able to recover energy when

decelerating where ICVs are not. Data for vehicle energy consumption rates was attained from
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[167, 168] and verified with data from [189] with the city consumption rate calculated from US06

drive cycles, the highway consumption rate calculated from HWFET drive cycles, and the mixed

consumption rate calculated from FTP drive cycles.

BEV Charging

It was also necessary to define models for EVSE infrastructure. BEV charging rates were based

on the Society of Automotive Engineers (SAE) J1772 standard [190] and information from [167].

The following assumptions were made about charging infrastructure:

1. If a home charger is available then it will be an AC Level 2 charger

2. If a destination charger is available it will be an AC Level 2 charger

3. All DC Level 2 (LVL 2) charging will be done at 12.1 kW which is the middle of the AC

Level 2 range

4. All en-route charging will be done at dedicated DCFC stations with DC Level 1 or 2 chargers

5. At all times, all vehicles are within a certain travel time to the nearest DCFC station

regardless of their location.

The infrastructure model assigns chargers to destinations based on the stated assumptions. The

assignment of AC Level 2 chargers to home locations is based on a Boolean which determines

if there will be chargers at home locations or not. The assignment of chargers to destinations

is done by assigning chargers, randomly, to a certain percentage of the locations visited by the

vehicles. Because this randomness can have an effect on inconvenience score for a configuration,

all configurations are run multiple times and the inconvenience scores for the runs are averaged.

DC charging was modeled on the CC-CV curve model for lithium-ion batteries [191]. The

energy added, as a function of time is

106



dSOE =
PDC

CB
tcc +(1− e(λCtcv)) (4.2)

PDC = PACη (4.3)

λ =
PDC

0.2CB
(4.4)

where dSOE is the change in State of Energy (SOE) over the course of the charge event, PAC is

the nominal AC power level of the charge event, η is the efficiency of the conversion between AC

and DC, PDC is the DC power of the charge event, tcc is the time spent in the constant current portion

of the charge event, tcv is the time spend in the constant voltage portion of the charge event, and

CB is the vehicle’s battery capacity. This model defines a relationship wherein charging is linear

below 80% SOE and inverse-exponential after as it approaches 100% SOE. For AC charging the

model used was a pure linear charging model which cuts off at 100% SOE. These charging traces

are illustrated in Figure 4.5.

Figure 4.5: 3 hour SOE charging traces at various charging rates for a vehicle with an 80 kWh battery
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ICV Fueling

ICV fueling events were treated as linear energization occurring at a rate of 7 gallons per minute

[171]. Compared to charging, fueling times are relatively short and inconvenience is dominated by

the time penalty for going out of one’s way to get to the fueling station.

4.5.3 Optimal Charge Scheduling

Inconvenience will be effected by when and where a user chooses to charge. In order to

evaluate all scenarios on equal footing, optimal charge scheduling was implemented. Optimal

charge scheduling was conducted via Dynamic Programming (DP) [76, 100]. DP is a commonly

used technique in optimal control which is guaranteed to find a globally optimal solution subject

to the chosen discretization of the problem. The implementation used here is the "top-down"

implementation [76] which includes an "optimization" step wherein an optimal control matrix is

generated via backwards integration and an "evaluation" step wherein an optimal control trace is

generated via forwards integration as diagrammed in Figure 4.6.
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Figure 4.6: Top-down DP schematic

The goal of the optimization was to find an optimal charging control such that the

inconvenience of the itinerary would be minimized. This goal can be stated as

min
U

J(S0,U) (4.5)

where

J(S0,U) = Φ(SN)+
N

∑
k=1

Ψ(Sk,Uk) (4.6)

s.t.
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Sk+1 = f (Sk,Uk), k = 0, . . . ,N −1 (4.7)

Smin ≤ S(t)≤ Smax (4.8)

where Ψ(S,U) is the running cost (inconvenience), Φ(S) is the final state cost, S = [SOE] is the

state vector containing the vehicle SOE, U is the control vector formulated as U = [DE,D,DE,ER]
⊤

containing charging durations at destination DE,D and en-route DE,ER for BEVs or U = [DE,ER]

containing en-route fueling durations for ICVs, J is the cost for S and U , and Smin and Smax are

lower and upper limits for the state vector and are constant in time. The overline indicates an

array containing values at multiple discrete time intervals. The goal of the optimization is to find

the optimal charging schedule (U
∗
) such that J∗ is equal to the global minimum value for J. J

is the inconvenience score (SIC) as defined in equation (4.1) which accounts for total dedicated

energizing time.

The BEV model is a 1-state, 2-control model where the one state is the vehicle’s SOE and

the controls are destination charging and en-route charging. Destination charging is available to

BEVs at locations where destination chargers are present which may include the BEV’s home

location. BEVs are assumed to charge for the duration of a dwell at a destination or until they

have reached full charge. En-route charging is available to BEVs during every trip but requires the

BEV operators to drive to a dedicated charging station which will cause them to deviate from their

itineraries.

The ICV model is a 1-state, 1-control model where the one state is SOE which is the proportion

of the fuel tank capacity which is fueled at any given moment and the control is en-route fueling.

ICVs are not able to fuel at home or at destinations. En-route fueling is available to ICVs during

every trip but requires the vehicle operators to drive to a dedicated fueling station which will cause

them to deviate from their itineraries.

110



4.6 Results

Because the assignment of destination chargers is probabilistic, the results for a given BEV

and set of infrastructure parameters may be different from run to run. Figure 4.7 demonstrates this

by showing two simulation runs of 100 trips where all vehicle and infrastructure parameters are

the same between the simulations. In both cases, the vehicle did not have access to home or work

charging.

(a) Simulation #1 (b) Simulation #2

Figure 4.7: Optimal charging traces for BEVs with no home charging and identical vehicle and

infrastructure parameters

Although all parameters were identical between the runs shown in Figure 4.7 the random

assignment of chargers to destinations made the SOE traces visually different between the runs

even if the SIC values were within 10% of each-other.

Figure 4.8 illustrates a 100 trip trace for a BEV which is able to charge at home. The itinerary

used in Figure 4.8 is the same as in Figure 4.7. The effects of being able to charge at home are

visibly evident. Because home dwells are long and the operator does not suffer a payment or travel

penalty associated with home charging events, these events tend to dominate.
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Figure 4.8: Optimal charging trace for BEV with home charging

The SOE traces presented are post-trip values. Those who can charge at home or during long

dwells at destinations will be able to maintain acceptable SOE without needing to charge en-route

in the course of normal operation but they will still need to do so for long trips. The pattern of

frequent long duration and low rate charging events differs fundamentally from how ICV operators

usually energize their vehicles and may even manifest a reduction in inconvenience compared to

an ICV. For the purposes of this study ICVs may only charge en-route at a fueling station. An

example of ICV operation is provided in Figure 4.9.
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Figure 4.9: Optimal fueling trace for ICV

The typical ICV optimal fueling trace behavior is to let the SOE reduce until a safety margin

is violated and then to completely refuel thus minimizing the number of fueling events. This

type of charging behavior can be thought of as the "gas station" model. The type of behavior

typical of optimal charging traces for BEVs where charging during dwells at home, work, or other

destinations is most common can be thought of as the "dwell charging" model. The psychological

effects of range anxiety are not addressed in this study but it is worth noting that BEV operators

who follow the gas station model of charging may suffer from additional range anxiety in addition

to whatever inconvenience they experience.
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4.6.1 Experiment and Regression Analysis

EV Inconvenience Analysis

Having derived a model for energizing inconvenience an experiment was run considering

several vehicle and EVSE infrastructure parameters. The purpose of the experiment was to create

regressed empirical equations relating vehicular and infrastructural parameters to inconvenience.

The empirical equations can be used to evaluate expected inconvenience for individuals or groups

based on their experimental parameter values. The experiment was a full-factorial design on the

parameters listed in Table 4.5.

Table 4.5: Experiment Parameters and Levels

Parameter Levels Unit

Home Charging (HC) [False, True] Boolean

Work Charging (WC) [False, True] Boolean

Battery Capacity (BC) [40, 80, 120] kWh

Destination Charger Likelihood

(DCL)
[0, 7.5, 15] %

En-Route Charging Rate

(ERCR)
[50, 150, 250] kW

En-Route Charging Penalty

(ERCP)
[15, 30, 45] min

The rationale for these levels was to capture the realistic range of values for each parameter

in the present and near future. The range of battery capacities was based on the values of usable

battery capacity found in [192]. The range for ERCR was based on ranges identified in [167,

193]. It would be quite difficult to find a true range of values for DCL or ERCP but these values
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were estimated by comparing the numbers of different types of chargers present at different types

of locations identified in [193] with statistics about numbers and geographical distributions of

petroleum fueling stations found in [171].

The electric vehicle models used in the experiment were those described in Table 4.4. For each

of the 324 experimental cases, inconvenience scores were generated for all 1,626 vehicles with

itineraries of at least 1000 trips. Each case was simulated 3 times and the mean inconvenience

score was used as the result for the case. A linear regression was then performed on all min-max

normalized terms and interactions. Minimums and maximum values for all terms can be found in

Table 4.5. The output (SIC) was not normalized. Significant results for this regression, including

the terms of the empirical equation, are presented in Tables 4.6, 4.7, and 4.8.

Table 4.6: Model summary

R R-Squared Adjusted R-Squared Std. Error

0.986 0.972 0.965 0.000

Table 4.7: ANOVA

Category Sum of Squares DOF Mean Squares

Model 1.521 63 0.024

Error 0.044 260 0.000

Total 1.565 323 0.005

F P(> F)

143.798 2.256exp(−170)
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Table 4.8: Significant terms in empirical equation (α = 0.01)

Coefficient Value t-value p-value

Intercept 0.242 26.910 0.000

HC -0.186 -14.637 0.000

WC -0.154 -12.110 0.000

BC -0.056 -4.032 0.000

DCL -0.092 -6.606 0.000

ERCR -0.136 -9.785 0.000

ERCP 0.146 10.493 0.000

HC:WC 0.129 7.182 0.000

HC:DCL 0.073 3.725 0.000

WC:DCL 0.060 3.062 0.002

WC:ERCP -0.089 -4.519 0.000

HC:ERCP -0.109 -5.523 0.000

HC:ERCR 0.111 5.617 0.000

WC:ERCR 0.093 4.719 0.000

BC:ERCP -0.081 -3.744 0.000

DCL:ERCR 0.063 2.904 0.004

HC:WC:ERCR -0.079 -2.817 0.005

HC:WC:ERCP 0.075 2.678 0.008

The significant coefficients from the regression are also shown visually in Figure 4.10.
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Figure 4.10: Significant (α = 0.01) terms of empirical equation and standard error

The regression was performed with normalized regressor values in order to remove the impact

of the scales of the regressors. Thus normalized, it is possible to make a comparative analysis of

the importance of the parameters and their interactions. Of the parameters BC, HC, WC, DCL and

ERCR were shown to contribute to decreasing inconvenience while ERCP was shown to contribute

to decreasing inconvenience. A few key findings can be taken from the regression analysis. The

variables HC and WC (home and work charging availability) play a major role in decreasing

inconvenience as does DCL (the percentage of regular destinations where a charger might be

available) but the interactions between the terms are positive. Home, work, and destination

charging fill the same role in charging schedules. More charging availability at long dwell locations

will not increase the need for charging and, as such, a saturation effect is seen. Generally the

regression analysis indicates that those factors which contribute to lowering inconvenience work

to mitigate the impacts of one-another in reducing inconvenience while also reducing the effects

of ERCP in increasing inconvenience.
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ICV Inconvenience Analysis

For ICVs, inconvenience derives from the need to refuel en-route. ICV operators, like

BEV operators, will live at varying distances from fueling stations and ICVs, like BEVs, will

have different energy capacities. A full-factorial designed experiment was run for ICVs on the

previously mentioned parameters. The parameter levels for the ICV experiment are listed in Table

4.9.

Table 4.9: Experiment Parameters and Levels

Parameter Levels Unit

Fuel Tank Capacity (FTC) [264, 528, 792] kWh

Fuling Time Penalty (FTP) [10, 15, 20] min

The levels for FTC were set based on the capacity of the base ICV model seen in Table 4.4

±50% and the levels for FTP were based on information from [171].

The experiment was conducted similarly to the BEV experiment with each case being evaluated

using all 1,626 vehicles with itineraries of at least 1000 trips. Significant results for the ICV

regression analysis, including the terms of the empirical equation, are presented in Tables 4.10,

4.11, and 4.12.

Table 4.10: Model Summary

R R-Squared Adjusted R-Squared Std. Error

0.973 0.946 0.892 0.008
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Table 4.11: ANOVA

Category Sum of Squares DOF Mean Squares

Model 0.002 3 0.000

Error 0.000 5 0.000

total 0.002 8 0.000

F P(> F)

29.204 0.001

Table 4.12: Significant terms in empirical equation

Coefficient Beta t-value p-value

Intercept 0.035 8.519 0.000

FTC -0.020 -3.084 0.027

FTP 0.032 4.980 0.004

4.7 Discussion

The results of the regression analysis point to the overwhelming importance of home and work

charging availability in determining the inconvenience experienced by BEV operators. Also shown

to be very important were the infrastructure parameters DCL and ERCP. It should be noted that

the effects of investing in destination and en-route charging infrastructure simultaneously were

shown to be subtractive i.e. the impact of one reduces the impact of the other. Investment policies

which seek to increase DCL by creating an ubiquity of low rate chargers are projected to be more

effective than those which seek to promote high rate charging stations unless high rate charging

stations become very common.
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The empirical equations derived in this study can be used to project the experience of

individuals who may be considering purchasing a BEV. Infrastructure and housing parameters

for three example localities which are presented in Table 4.13.

Table 4.13: Parameters for example localities

Locality DCL ERCR ERCP FTP

Small Town 0% 50 45 20

Suburb 5% 150 25 15

Major City 10% 250 15 10

The presented scenarios reflect an assumption that public charging infrastructure tends to be

more prevalent in highly urbanized locations and that high volume residences also tend to be more

common in highly urbanized locations. Everyone in a given locality will have access to the same

public charging infrastructure but those who live in single unit residences and, more importantly,

those who own their homes are more likely to be able to install charging stations at home. Projected

operational inconvenience for the vehicle models from Table 4.4 and the localities listed in Table

4.13 are shown in Table 4.14.

Table 4.14: SIC [min/km] for ICV and BEV with and without home charging in example localities

Locality ICV
BEV

Home

Charging

Work

Charging
Both Neither

Small Town 0.047 0.053 0.085 0.031 0.214

Suburb 0.036 0.047 0.076 0.029 0.188

Major City 0.025 0.042 0.067 0.028 0.164
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For the given example localities three clear trends emerge: (1) Those EV operators who can

charge at home, work, or both experience similar levels of inconvenience between the ICV and

BEV but those who cannot charge at either can expect large increases in inconvenience, (2) those

in highly urbanized localities experience less operational inconvenience than those in suburban or

semi-rural localities, and (3) with home charging, BEV operational inconvenience can approach

and surpass parity with ICV operational inconvenience. These trends underlie two forms of

inequity in relation to BEV operation - economic and geographical. BEV ownership or usage will

remain a much more desirable alternative for middle class to wealthy urbanites and suburbanites

as long as home charging remains such an important determinant of BEV operational experience.

If public EVSE infrastructure investment comes disproportionately into economically advantaged

communities then the inequity of experience will grow and an inequity in BEV adoption may

follow.

4.8 Conclusions

As governments around the world attempt to reduce the climate impact of their transportation

sectors while maintaining personal mobility for their citizens they will increasingly turn to the

promotion of BEVs. While BEV technology has advanced significantly in recent years and is

projected to continue to do so, BEVs will continue to be significantly slower to energize than ICVs

for the foreseeable future. As a result of the energizing rate limitations inherent to BEVs, patterns

of energizing behavior which allow for energizing to happen while the operator is otherwise

occupied such as charging at home, at work, or at destinations are necessary in order for individuals

to achieve convenience parity. Important specific conclusions from this study are:

• At present, BEV operational inconvenience is greatly different for those who can and cannot

charge at home.

• BEV operational inconvenience for who can charge at home, work, or both approaches and

even surpasses parity with ICV operational inconvenience for the same itineraries.
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• For those who cannot charge at home, a ubiquity of AC Level 2 chargers at common

destinations or easy access to DCFC charging stations can help to reduce the inconvenience

disparity between BEVs and ICVs.

The state of public EVSE infrastructure will define the experience of BEV operators unable to

charge at home or work. This dependence on public charging means that governments will play

a major role in the ultimate course of BEV adoption. EVSE infrastructure investment must be

implemented in a thoughtful and balanced manner or massive economic and geospatial inequities

of BEV experience and adoption will emerge. Failure to equitably distribute EVSE investment will

fundamentally limit the BEV market to those confident of the availability of home charging.

4.9 Summary

The purpose of research directed towards RQ2 was to understand the relationship between

vehicular design and EVSE infrastructure parameters and BEV operational inconvenience. In

this chapter the research question was answered via the use of a data-driven optimal charging

simulation. The results of the research outlined in this chapter showed the importance of charging

availability during long dwells in reducing inconvenience. The takeaway is that the availability of

home charging is very important in determining BEV operational inconvenience and that public

charging availability will have to substantially improved in order to close the gap.
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Chapter 5

A Geo-Spatial Method for Calculating BEV

Charging Inconvenience using Publicly Available

Data

5.1 Preface

This chapter is derived from [194, 195] which were primarily authored by this dissertation’s

author. The content of the paper addresses RQ2.T4. RQ2 focused on understanding the relationship

between vehicular design and Electric Vehicle Support Infrastructure (EVSE) infrastructure

parameters on experienced inconvenience. The research described in this chapter is an extension

of Chapter 4. In Chapter 4 an empirical formula relating said parameters to inconvenience was

developed and it is applied on a geo-spatial basis in this chapter using publicly available data in

a scalable manner. This metric can be used to directly evaluate Battery Electric Vehicle (BEV)

operational inconvenience in relation to geography and demography.

5.2 Overview

As governments and the automotive industry push towards electrification, it becomes

increasingly critical to address the factors which influence individual car buying decisions.

Evidence suggests that operational inconvenience or the perception thereof plays a large role

in consumer decisions concerning BEVs. BEV ownership inconvenience and its causal factors

have been relatively understudied, rendering efforts to mitigate the issues insufficiently informed.

This paper presents a method of producing an empirical equation which relates operational

inconvenience to a small number of housing and local EVSE infrastructure factors. The paper

then further provides a method of applying the equation in a geo-spatial context allowing for

the evaluation of the effects of policies in a geographical manner. this method enables future
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quantitative analyses concerning investment in EVSE infrastructure to be directly sensitive to BEV

operational inconvenience due to charging.

5.3 Introduction

Americans rely on personal vehicles for much of their personal transportation [196] and

light-duty vehicles are responsible for 57% of greenhouse-gas emissions [197] in the US. While

changes in consumer behavior and land use can have major effects on emissions these changes

are inherently long term processes [198–200]. A more direct alternative is to promote vehicle

electrification. Recently, US policy makers and automotive industry have announced ambitious

goals for promoting the sales of BEVs for personal transport [4] . Currently BEVs and Electric

Vehicles (EVs) in general make up only a small share of new car sales and this percentage actually

declined slightly from 2020 to 2021 [3]. Current and near future sales figures will have a lengthy

impact on transportation emissions due to the long and lengthening life-cycle of modern cars [201,

202]. Each new Internal Combustion Vehicle (ICV) sold can be expected to contribute 4.6 metric

tons of C02 per year [203] for the 12.1 years that it will be operated [202]. By contrast, the ultimate

operating emissions for a BEV are determined by the energy mix of the power grid it draws from

and may change over the course of the vehicle’s service life. In the last 30 years, emissions from

power generation have significantly declined and should continue to do so [197]. Thus, it is very

important to push for increasing electrification of personal transportation.

Each customer will evaluate the choice between purchasing a new EV or a new ICV based on

different criteria. However, research suggests that a significant factor is perceived inconvenience

due to charging [29–31]. EV charging adds range at a much lower rate than ICV fueling even at

the highest charging rates currently available [204]. This reality will effect EV users unevenly.

Those who drive longer daily distances or have worse access to charging should be more adversely

effected. In order for to achieve a dominant market share in the US, they must be an attractive

proposition for most of the market. A previous study by the authors [164] revealed a serious

inequity of experience between EV users based on the availability of home charging. Home
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Table 5.1: Total US population in housing units by density and tenure per 2021 American Community

Survey (ACS) table B25033 [205]

Tenure Type Population Percentage

Owned

All 221,165,400 68.23%

Single 200,376,221 61.82%

2 to 4 3,964,225 1.22%

5 or more 4,895,043 1.51%

Mobile home 11,744,205 3.62%

Boat, RV, van, etc. 185,706 0.06%

Rented

All 102,967,486 31.77%

Single 41,717,468 12.87%

2 to 4 17,434,968 5.38%

5 or more 38,890,889 12.00%

Mobile home 4,806,065 1.48%

Boat, RV, van, etc. 118,096 0.04%

charging will not be available to everyone and the likelihood of charging being available will

be a function of residence type and tenure. Logically, homeowners will have a greater degree of

freedom in installing EVSE than renters. Also those in lower density structures will have more

freedom to install EVSE than those in more dense structures. Distributions of residence type and

tenure for Americans are listed in Table 5.1.

About 62% of Americans live in single-unit owner-occupied dwellings while residents of

owner-occupied dwellings of all types make up roughly 68%. It is reasonable to assume that a

sizable percentage of Americans will not have access to home charging for a variety of reasons.

Work charging may also be beneficial in the reduction of inconvenience but as of 2021, just fewer

than 10,000 workplace EVSE ports existed in the US [206]. It is, at least, worth considering a

future where many potential EV users will have to rely on public EVSE infrastructure.

A common model for BEV charging is the "Charging Pyramid" model as shown in Figure 5.1.

In essence, the Charging Pyramid model states that the frequency of charge events will be inversely

proportional to the rate at which the events occur. Explicitly, the Charging Pyramid model views

home and work charging as fundamental as evidenced by their presence at the base of the pyramid.
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Figure 5.1: Charging activity pyramid. Modified composite of original graphic by T. Bohn, Argonne

National Laboratory. From [207]

It is intuitive to see that the Charging Pyramid model breaks down if home and/or work

charging is not available. If owning a BEV is a major inconvenience for those unable to charge

at home then there will be a limit to market penetration, especially in poorer and more densely

populated areas. In order to avoid such a constraint, public EVSE infrastructure roll-out must

be handled in a careful manner informed by quantitative metrics of inconvenience. In [164],

the authors defined a metric (SIC) of operational inconvenience due to charging/fueling which

could be applied to vehicles of any powertrain configuration. The principle behind this metric was

that charging or fueling a vehicle is only inconvenient for the duration of time that the user must

directly spend in the process. When charging at a centralized high-rate charging station, the user

is inconvenienced for the duration of time required to travel to the station and the time required

to charge. When charging at a destination that the user would travel to regardless (gym, retail,

entertainment), the user is only inconvenienced for the time required to pay for the charging event.

When charging at home the user is only inconvenienced for the time required to plug the vehicle

in. Based on assumptions about vehicle and EVSE infrastructure parameters, a minimum value for

SIC can be computed for any given multi-day itinerary. A particular advantage that SIC holds over
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previously defined metrics of operational inconvenience [181–184] is that it is primarily focused

on infrastructure parameters and can be readily estimated in a geo-spatial context.

Geo-spatial analysis is a very important tool in understanding inequities which derive primarily

from different levels of access to goods and services. Geo-spatial analysis has been used

extensively in social sciences to identify many different inequities such as in access to healthy

food [207] and healthcare [208, 209] which lead to differentials in health and life expectancy. As

part of its EVI-X suite [210], National Renewable Energy Laboratory (NREL) has developed a

geo-spatial EV equity tool EVI-Equity [211]. EVI-Equity allows for a census-block-group level

analysis of ev adoption rates, availability of EVSE infrastructure, and demographic information.

Integration of SIC into such a geo-spatial anlysis would allow for the direct quantification of

inequity of experience along geographical and demographic lines and for the informed evaluation

of potential new EVSE infrastructure investment. In this paper, an empirical formula for the SIC

metric is derived and the formula is applied on a census-tract level using only publicly available

data and a case study concerning the Denver Colorado urbanized area is presented.

5.4 BEV Operational Inconvenience

5.4.1 Definition of Inconvenience Score

In a previous paper [164], the authors proposed a metric (SIC) which reflects this understanding

of inconvenience. A BEV operator is only inconvenienced by charging their vehicle if they must

devote time to doing so in which they are unable to, or have a limited ability to, perform other

activities. For example, if a BEV owner parks at home and immediately begins charging his or her

car then the amount of time dedicated to charging is only the time required to plug the car in and

to un-plug it later. The inconvenience is minimal regardless of the duration of the charging event.

Conversely, if one charges at a public charging station then he or she must remain at that location

for the duration of the charge and is inconvenienced for the entire duration of the charge as well as

the time required to travel to and back from the station. Relative to inconvenience, charging events

may be broken down into four categories as follows:
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• Home charging events: Charging events which take place at the operator’s home location.

The operator’s vehicle will normally dwell at home for long periods on a daily basis. Thus,

home charging events, regardless of duration, do not force the operator to devote time out of

his or her itinerary to charging.

• Work charging events: Charging events which take place at the operator’s work location.

The operator’s vehicle will normally dwell at work for long periods on workdays. Thus,

work charging events, regardless of duration, do not force the operator to devote time out of

his or her itinerary to charging.

• Destination charging events: Charging events which take place at long dwell destinations

such as supermarkets, retail centers, gyms, etc. Because the operator would visit these

locations regardless of whether or not he or she intended to energize a vehicle, these events

do not force the operator to devote time out of his or her itinerary to charging. Thus,

destination charging events only inconvenience the operator for the amount of time that he

or she would need to spend paying for the charging event.

• En-route charging events: Charging events which take place at a location which the operator

visits specifically to energize a vehicle. Locations such as petroleum stations or centralized

DC Fast Charging (DCFC) charging stations may be located near amenities but operators will

generally be constrained to stay within a small area adjacent to the station for the duration

of the charging event. Thus operators are inconvenienced for the duration of the event and

payment process. An assumption is also made that operators will have to travel a non-

negligible distance to the charging station. Because operators are only traveling to the station

to energize their vehicles the travel time is also considered to be devoted charging time. Thus

operators are also inconvenienced for the travel time required to get to and from the charging

station.
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Because the different types of charging events effect the operator differently it is important to

define a metric of inconvenience which can account for all four. To this end the authors propose a

flexible metric, Inconvenience Score (SIC) defined as

SIC =
∑

N
k=0[DE,kME,k +DT,kMT,k +DP,kMP,k]

∑
N
k=0 Lk

(5.1)

for an itinerary of N trips where DE is the duration of the charging event, DT is the duration of

travel to get to the charging location, DP is the duration of the payment process, ME,k, MT,k, and

MP,k are integer multipliers which respectively define whether or not to count the various durations

for trip k, and Lk is the length of trip k in kilometers. SIC, thus, is the average dedicated charging

time per kilometer traveled in a given itinerary. The values of the multipliers based on the type of

charging event are shown in Table 5.2.

Table 5.2: Values of multipliers based on charging event type

Energizing Event Type ME MT MP

Home 0 0 0

Work 0 0 0

Destination 0 0 1

En-route 1 1 1

So defined, SIC is able to account for the differences between charging event types and to

account for differences in total travel distance between itineraries. The flexibility of the SIC metric

thus allows for the direct comparison of inconvenience between disparate itineraries.
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5.4.2 Itinerary Data

Itinerary data for this study was based on the 2017 National Highway Transportation Survey

(NHTS) [212]. The decision to use NHTS data was taken due to the scope and information content

of the survey when compared to other publicly available data-sets.

The NHTS is a comprehensive non-commercial travel survey conducted by the US FHA

which serves as an authoritative source on travel behavior in the US. The most recent NHTS

was conducted in 2017. The NHTS collects, by survey, travel activities for selected households

for a single day. The surveyed households are located in all 50 US states and the District of

Columbia. Data collected includes demographic data for the household as well as travel itineraries

for each person and vehicle within the household. The publicly available version of the 2017

NHTS contains single day itinerary data for 117,222 households containing 219,194 persons and

153,351 vehicles. Because the daily itinerary distances for vehicles in the 2017 NHTS are more

varied than trip counts, the decision was made to scale by distance in this paper.

The format of the NHTS is not ideal for use in longitudinal analysis due to the single day

itineraries. Using NHTS data for longitudinal analysis requires one to derive long term itineraries

from single day itineraries. Additionally because NHTS offers neither precise home locations nor

precise destination locations, it is not possible to construct Household Activity Pattern Problems

(HAPPs) [213] as was done in [183] using California Houslehold Travel Survey (CHTS) data.

However, NHTS data does enable more demographic selection than any other comparable study

and thus enables the most specific results to be attained. In order to use NHTS data for long term

itineraries, the single day itineraries were simply tiled for a given number of repetitions.

5.5 Calculating Inconvenience Score

For any given itinerary, operators will experience different levels of inconvenience based

on how they choose to schedule charging events. The authors contend that the fundamental

inconvenience for a given itinerary is the minimum inconvenience for said itinerary. In order

to calculate the minimum inconvenience for a given itinerary optimal charge scheduling was used.
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Optimal charge scheduling was conducted via Dynamic Programming (DP) [bellman1956,

76]. DP is a commonly used technique in optimal control which is guaranteed to find a globally

optimal solution subject to the chosen discretization of the problem.

The goal of the optimization was

min
U

J(S0,U) (5.2)

where

J(S0,U) = Φ(SN)+
N

∑
k=1

Ψ(Sk,Uk) (5.3)

s.t.

Sk+1 = f (Sk,Uk), k = 0, . . . ,N −1 (5.4)

Smin ≤ S(t)≤ Smax (5.5)

where Ψ(S,U) is the running cost (charging inconvenience), Φ(S) is the final state cost,

S = [SOC] is the state vector containing the battery State of Charge (SOC) for the vehicle, U is the

control vector formulated as U = [DD,DER]
⊤ containing durations of opportunity charging events

at destinations CD and durations of en-route charging events at centralized high-rate charging

stations CER, J is the cost for S and U , and Smin and Smax are lower and upper limits for the

state vector and are constant in time. The overline indicates an array containing values at multiple

discrete time intervals. The goal of the optimization is to find the optimal charging schedule (U
∗
)

such that J∗ is equal to the global minimum value for J. J is the inconvenience score (SIC) as

defined in equation (5.1) which accounts for total dedicated charging time.

5.6 Models
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5.6.1 Vehicle Model

For evaluation purposes, a vehicle model was defined which simulates the amount of energy

consumed by the vehicle on a given trip based on the trip length and mean speed. The vehicle

model is defined by the parameters listed in Table 5.3.

Table 5.3: Vehicle Parameters

Parameter Description

Energy Storage Capacity [kWh]
Maximum amount of energy that can be

stored on vehicle [J]

City Consumption Rate [kJ/km]

Amount of energy consumed per unit distance

[J/m] in urban driving conditions [less than

15.6 m/s]

Mixed Consumption Rate [kJ/km]

Amount of energy consumed per unit distance

[J/m] in mixed urban and highway driving

conditions [15.6 m/s – 29 m/s]

Highway Consumption Rate [kJ/km]

Amount of energy consumed per unit distance

[J/m] in highway driving conditions [greater

than 29 m/s]

For this study the 2021 Tesla 3 LR was chosen as the baseline vehicle. The consumption data

for the 2021 Tesla 3 LR is listed in Table 5.4.
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Table 5.4: Base vehicle energy consumption rates

Parameter Value

Energy Storage Capacity [kWh] 82

City Consumption Rate [kJ/km] 385.2

Mixed Consumption Rate [kJ/km] 478.8

Highway Consumption Rate [kJ/km] 586.8

This is, necessarily, an approximate measure. Data for vehicle energy consumption rates was

attained from [167, 168] and verified with data from [189] with the city consumption rate calculated

from US06 drive cycles, the highway consumption rate calculated from HWFET drive cycles, and

the mixed consumption rate calculated from FTP drive cycles.

5.6.2 Infrastructure Model

It was also necessary to define models for EVSE infrastructure. BEV charging rates were based

on the Society of Automotive Engineers (SAE) J1772 standard [190] and information from [167].

The following assumptions were made about charging infrastructure:

1. If a home charger is available then it will be an AC Level 2 charger

2. If a destination charger is available it will be an AC Level 2 charger

3. All DC Level 2 (LVL 2) charging will be done at 12.1 kW which is the middle of the AC

Level 2 range

4. All en-route charging will be done at dedicated DCFC stations with DC Level 1 or 2 chargers

5. At all times, all vehicles are within a certain travel time to the nearest DCFC station

regardless of their location.
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The infrastructure model assigns chargers to destinations based on the stated assumptions. The

assignment of AC Level 2 chargers to home locations is based on a Boolean which determines

if there will be chargers at home locations or not. The assignment of chargers to destinations

is done by assigning chargers, randomly, to a certain percentage of the locations visited by the

vehicles. Because this randomness can have an effect on inconvenience score for a configuration,

all configurations are run multiple times and the inconvenience scores for the runs are averaged.

DC charging was modeled on the CC-CV curve model for lithium-ion batteries [191]. The energy

added, as a function of time is

dSOE =
PDC

CB
tcc +(1− e(λCtcv)) (5.6)

PDC = PACη (5.7)

λ =
PDC

0.2CB
(5.8)

where dSOE is the change in State of Energy (SOE) over the course of the charge event, PAC is

the nominal AC power level of the charge event, η is the efficiency of the conversion between AC

and DC, PDC is the DC power of the charge event, tcc is the time spent in the constant current portion

of the charge event, tcv is the time spend in the constant voltage portion of the charge event, and

CB is the vehicle’s battery capacity. This model defines a relationship wherein charging is linear

below 80% SOE and inverse-exponential after as it approaches 100% SOE. For AC charging the

model used was a pure linear charging model which cuts off at 100% SOE.

5.7 Individual Trace Results

Because the assignment of destination chargers is probabilistic, the results for a given BEV and

set of infrastructure parameters may be different from run to run. Figure 5.2 demonstrates this by

showing three simulation runs of 7 tiled day long itineraries where all vehicle and infrastructure

parameters are the same between the simulations.
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(a) Simulation #1 (b) Simulation #2

Figure 5.2: Simulation traces for a BEV (vehicle #118,211) with no home or work charging and identical

parameters

In Figure 5.2 the vehicle, in all cases, was neither able to charge at home nor at work. The

effects of being able to charge at home or work are visually apparent. Because home and work

dwells are long and the operator does not suffer a payment or travel penalty associated with home

or work charging events, these events tend to dominate. Example 7 day traces with home and work

charging are shown in Figure 5.3.
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(a) Home charging available (b) Work charging available

Figure 5.3: Simulation traces for a BEV (vehicle #118,211) with home or work charging available and

identical parameters

Vehicle #118,211, as shown in Figures 5.2 and 5.3, had a typical commuter itinerary which

was dominated by two long daily trips. For this type of itinerary charging at home and work

is particularly important as the vehicle uses a significant amount of its range over a given day.

Having the ability to charge at work allows for a much smaller reliance on public charging but the

operator will still have to occasionally charge at a destination or DC charging station.

5.8 Inconvenience Formulae

Having derived a model for energizing inconvenience an experiment was run concerning

several vehicle and EVSE infrastructure parameters. The purpose of this experiment was to derive

an empirical formula for Inconvenience Score based on vehicular and infrastructural parameters.

The experiment was a full-factorial design on the parameters listed in Table 5.5.
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Table 5.5: Experiment Parameters and Levels

Parameter Levels Unit

Home Charging availability

(HC)
[0, 1] dim

Work Charging availability

(WC)
[0, 1] dim

Battery Capacity (BC) [40, 80, 120] kWh

Destination Charging

Likelihood (DCL)
[0, 4.5, 15] %

En-Route Charging Rate

(ERCR)
[50, 150, 250] kW

En-Route Charging Penalty

(ERCP)
[0, 25, 50] min

The rationale for these levels was to capture the realistic range of values for each parameter

in the present and near future. The range of battery capacities was based on the values of usable

battery capacity found in [192]. The range for En-Route Charging Rate (ERCR) was based on

ranges identified in [33, 167, 185, 186, 193]. It would be quite difficult to find a true range of

values for Destination Charger Likelihood (DCL) or En-Route Charging Penalty (ERCP) but these

values were estimated by comparing the numbers of different types of chargers present at different

types of locations identified in [193] with statistics about numbers and geographical distributions

of petroleum fueling stations found in [171]. The ranges of values used for DCL and ERCP were

also in line with calculated values for the Denver Colorado urbanized area as discussed later.

The electric vehicle model used for energy consumption was the Tesla 3 LR model described

in Tables 5.3 and 5.4 with Battery Capacity (BC) being the only parameter modified during the
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experiment. For each of the 324 experimental cases, inconvenience scores were generated for all

61,039 itineraries from vehicles in the 2017 NHTS containing more than 3 trips. A linear regression

was then performed on all min-max normalized terms and interactions. Significant results for this

regression (α = 0.05) are presented in Tables 5.6, 5.7, and 5.8.

Table 5.6: Model Summary

R R-Squared Adjusted R-Squared Std. Error

0.991 0.982 0.978 0.000

Table 5.7: ANOVA

Category Sum of Squares DOF Mean Squares

Model 10.100 63 0.160

Error 0.181 260 0.001

total 10.281 323 0.032

F Statistic P(> F)

290.509 3.504exp(−200)
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Table 5.8: Significant Coefficients

Coefficient Value t-value p-value

Intercept 0.204 24.257 0.000

HC -0.191 -16.096 0.000

WC -0.080 -6.750 0.000

DCL -0.065 -4.968 0.000

ERCR -0.103 -7.892 0.000

ERCP 0.461 35.389 0.000

HC:WC 0.076 4.500 0.000

HC:DCL 0.063 3.402 0.001

HC:ERCR 0.096 5.206 0.000

WC:ERCR 0.052 2.808 0.005

HC:ERCP -0.431 -23.432 0.000

WC:ERCP -0.166 -9.009 0.000

BC:ERCP -0.113 -5.602 0.000

DCL:ERCP -0.163 -8.069 0.000

HC:WC:ERCP 0.154 5.935 0.000

HC:BC:ERCP 0.093 3.278 0.001

HC:DCL:ERCP 0.156 5.477 0.000

The significant coefficients from the regression are also shown visually in Figure 5.4.
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Figure 5.4: Significant Regression Coefficients and Error Bars

The regression was performed with normalized regressor values in order to remove the impact

of the scales of the regressors. Thus normalized, it is possible to make a comparative analysis of the

importance of the parameters and their interactions. Of the parameters BC, Home Charging (HC),

DCL and ERCR were shown to contribute to decreasing inconvenience while ERCP was shown

to contribute to decreasing inconvenience. Of the parameters, the most important for reducing

inconvenience was HC. As discussed previously, BEV operators who are able to charge at home

rarely need to charge anywhere else to complete their daily driving. The dominance of home

charging is further borne out in the primary interaction terms where all interactions with HC

strongly counteract the impacts of the primary terms. It is also worth noting that, while the rate

of high-rate charging matters in reducing inconvenience, the penalty for having to travel to a fast

charging center is quite large and thus, for many BEV operators, traveling to a fast charging station

will not be an attractive option.
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One advantage of using NHTS data for itinerary analysis is the degree to which the data can be

down-selected to increase specificity. In order to increase the relevance of the empirical formula

for the Denver CO case study, the same experiment was run for only Colorado itineraries and for

only Denver Metropolitan Statistical Area (MSA) itineraries. The differences in values for the

significant terms from these itinerary subsets and from the national set were minor. A comparison

between the values of the significant parameters of the empirical equations from the mentioned

itinerary subsets is provided in Figure 5.5.

Figure 5.5: Significant Regression Coefficients and Error Bars for national, Colorado, and Denver MSA

itinerary subsets

5.9 Geographical Calculation

One promising application for the Inconvenience Score is that it can be directly used to evaluate

expected inconvenience on a geographical basis. Using any desired subset of NHTS data, an

empirical formula for inconvenience based on the parameters in table 5.5 can be derived. Values
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for the coefficients can be calculated for a given geographical area using publicly available data and

from this an Inconvenience Score can be assigned to the area. This geographical analysis allows

for the visualization of location based inequity of experience due to BEV charging inconvenience

and for the direct evaluation of proposed future EVSE infrastructure in terms of its effects on BEV

charging inconvenience. In this section, the methods for computing Inconvenience Score on a

geo-spatial basis are presented using the Denver Colorado urban area as an example.

5.9.1 Geographies

Demographic data used in this study taken form the 2019 ACS on a census tract level. The

2019 ACS is the most recent complete version of the survey. In this paper, the authors defined the

area of interest as the urbanized area surrounding Denver Colorado. This area contained all census

tracts with centroids within 25 km from the center of the city as plotted in Figure 5.6.

(a) Census tracts (b) Level 8 H3 hex cells

Figure 5.6: Geometries in Denver Colorado urbanized area

Census geometries are designed to reflect roughly equal units of population and, thus, have

vastly different areas and irregular geometries. Because (SIC) calculation relies on geometric

distances and uses geometry centroids for seeding a regular geometric division scheme was sought.
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For this level 8 H3 hex cells [214] were used. The use of level 8 H3 hex cells increased the number

of geometries in the area of interest from 561 to 2,254. The average size of the H3 hex cells was

795.7 km2 with a standard deviation of 1.3 km2. The mean area of the hex cells was smaller than

the average and median areas of the census tracts. A comparison of the distribution of areas of the

census tracts with the mean area of the hex cells is provided in Figure 5.7.

Figure 5.7: Distribution of census tract areas compared to mean level 8 H3 hex cell area for Denver Colorado

urbanized area

5.9.2 Locations of EVSE Infrastructure

The locations of existing chargers were pulled from NREL’s Alternative Fuels Data Center

(ADFC) [215]. The data provided by AFDC lists the locations of publicly available as well

as private chargers along with the charger category (AC level 1, AC level 2, DC) and other

information. ADFC data does not distinguish between DC level 1 and 2 nor does it provide

specific charger max rates. For this study only publicly available AC level 2 and DC chargers were

considered. Maps of the locations of level 2 and DC chargers in the Denver Colorado urbanized

area are provided in Figure 5.8.
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(a) AC Level 2 charging stations (b) DC charging stations

Figure 5.8: Locations of charging stations in Denver Colorado urbanized area

5.9.3 Geographic Computation of DCL

DCL is defined as the likelihood of finding an AC Level 2 charger at or close to a given

destination. Thus, to compute DCL requires knowledge of the locations of all likely destinations

for a given person or geographical area. There are a huge number of possible destinations that a

person could visit in a given area. The authors propose that the only destinations that are relevant

are popular long-dwell locations. The locations of popular long-dwell locations can be pulled

from various mapping services such as OSM [216], Google Maps [217], Bing Maps [218, 219],

and others. The authors chose to use Bing Maps due to a combination of factors including the

ease-of-use of the API, the quality of documentation, and pricing factors.

Using Bing Maps API, it is possible to pull the 25 most relevant destinations of a given

category for a 5 kilometer area around a given point. The categories selected were the "Shop"

category which includes the locations of major retailers, the "EatDrink" category which includes

the locations of bars, restaurants, and grocery stores, and the "SeeDo" category which includes the

locations of entertainment venues and local attractions. For a given geometry, up to 75 popular,

long-dwell destinations could be pulled based on the location of the centroid. Because the radii
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of the hex cells were less than 5 km there was large overlap ion popular long-dwell locations

between cells. The locations of the destinations can then be compared to the locations of AC Level

2 charging stations. Those within a given distance (in this case 50 m) are considered to have a

nearby charger. For a given census block the value for DCL is the ratio of destinations with nearby

chargers to total destinations. Values of DCL for hex cells in the area of interest are presented in

Figure 5.9. The distribution of values of DCL for hex cells in the area of interest are presented in

Figure 5.10

Figure 5.9: DCL for hex cells in Denver Colorado urbanized area
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Figure 5.10: DCL distribution for hex cells in Denver Colorado urbanized area

5.9.4 Geographic Computation of ERCP

ERCP is the round-trip travel time, in minutes, to the nearest DC charging station. For a

geometry this can be approximated by calculating the time required to travel from the geometry

centroid to the nearest DC charging station. To calculate the expected travel time from a given

block centroid to the nearest DC charging station the authors used Mapbox’s routing engine [220].

Values of ERCP for hex cells in the area of interest are presented in Figure 5.11. The distribution

of values of DCL for hex cells in the area of interest are presented in Figure 5.12
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Figure 5.11: ERCP for hex cells in Denver Colorado urbanized area

Figure 5.12: ERCP distribution for hex cells in Denver Colorado urbanized area

5.9.5 Geographic Computation of HC

Finally, the ability of BEV users to charge at home can be estimated on a census tract level using

housing type and tenure data. For this data from ACS table B25033 5 year estimates (summarized

on a national scale in Table 5.1) was used. Residence type and tenure patterns for the Denver

Colorado urbanized area are shown in Figure 5.13.
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(a) Percentage of residents in single-unit

owner-occupied dwellings

(b) Percentage of residents in single-unit

renter-occupied dwellings

(c) Percentage of residents in multi-unit owner-

occupied dwellings

(d) Percentage of residents in multi-unit renter-

occupied dwellings

Figure 5.13: Census track level residence type and tenure patterns

Residential patterns in the Denver Colorado urbanized area heavily favor single-unit owner-

occupied and multi-unit renter-occupied dwellings. It is impossible to know precisely which

residents have access to or could have a access to a home charger. NREL conducted a study

[221] which surveyed residents of various structure types and tenures on access to charging. [221]

broke respondents down into 5 scenarios based on access to electricity at their parking location,

whether or not access could be readily added, access would be available with modified charging

behavior. The scenarios were as follows:
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1. Existing discounted electrical access: respondents had access to electricity at their parking

locations with specific discounted EV charging pricing plans.

2. Existing electrical access: respondents had access to electricity at their parking locations.

3. Existing electrical access with parking behavior modification: respondents had the ability to

access electricity at parking locations which they do not currently use but could use.

4. Enhanced electrical access: respondents had the reasonable ability to add electrical access at

their parking locations.

5. Enhanced electrical access with parking behavior modification: respondents had the

reasonable ability to add electrical access to parking locations which they do not currently

use but could use.

The authors chose scenario 4 as the most realistic surrogate for home charging access. Also

considered were scenarios 1 and 5. Scenarios 1 and 5 serve as upper and lower bounds on home

charging access. In the remainder of this paper scenarios 1, 4, and 5 will be referred to as the

exclusive, realistic, and inclusive scenarios. The selected scenarios are detailed in Table 5.9.

Table 5.9: Estimations for home charging availability

Residence

Category

Portion of

Residents
Exclusive Realistic Inclusive

Single Owned 0.602 0.168 0.614 0.852

Single Rented 0.035 0.089 0.387 0.600

2 to 4 Owned 0.007 0.100 0.360 0.480

2 to 4 Rented 0.154 0.020 0.210 0.260

5+ Owned 0.028 0.100 0.360 0.480

5+ Rented 0.010 0.043 0.197 0.253

149



Using geo-spatial housing type and tenure data form the ACS and the scenarios from Table 5.9,

geo-spatial HC can be calculated. HC for H3 hex cells in the Denver Colorado urbanized area for

all HC assumption sets are shown in Figure 5.14. Probability Distribution Functions (PDFs) for

HC by assumption set are displayed in Figure 5.15.

(a) Exclusive (b) Realistic

(c) Inclusive

Figure 5.14: HC for H3 hex cells in Denver Colorado urbanized area
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Figure 5.15: HC PDF comparison for H3 hex cells in Denver Colorado urbanized area

5.9.6 Assumed Values

Relevant data was not available to the authors for setting values for BC, Work Charging (WC),

and ERCR on a geometric basis. Constants were used for all three parameters for all geometries.

The value used for BC was 80 kWh and represented a mid-range BEV usable battery capacity

[192]. The value used for WC was 0.1. There is very little recent data on the availability of

workplace charging in the US so this number was based loosely off of [206]. The value used for

ERCR was 80 kW which is the upper end of DC level 1 charging rates [190].

5.10 Results

As seen in Figure 5.4, HC is majorly important in determining operator experience both on

its own and in its interactions with other factors. The HC scenarios taken from [221] are used to

model the range of possibilities for access to home charging based on housing type and tenure.

Based on housing type and tenure data from the ACS, home charging availability can be computed

on a geo-spatial basis. Combined with computed values for DCL and ERCP and assumed values

for other factors SIC can be computed for geometries. SIC for H3 hex cells in the Denver Colorado

urbanized area for all HC assumption sets are shown in Figure 5.16.
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(a) Exclusive (b) Realistic

(c) Inclusive

Figure 5.16: SIC for H3 hex cells in Denver Colorado urbanized area

The different assumption sets for HC produce visibly different results which underline the

importance of HC. For the exclusive assumption set wherein home charging is rare SIC is high

across the board and the distribution is dominated by availability of public charging. Because

public charging is more plentiful in more densely populated areas these areas are seen as the most

convenient for BEV operation. For the realistic and inclusive assumption sets home charging

is far more common for all categories but still biased towards lower density housing and home

ownership. Thus, for the realistic assumption sets, SIC drops across the board but it drops most

in the lower housing density areas. Based on assumptions about home charging availability the

152



direction of geo-spatial inconvenience inequity with respect to housing density may flip entirely.

The effect on the PDFs of SIC of HC assumption set is displayed in Figure 5.17.

Figure 5.17: SIC PDF comparison for H3 hex cells in Denver Colorado urbanized area

The differences between the distributions are significant at greater than 99% confidence.

All distributions display a slight positive skew while the more inclusive distributions show

decreasing kurtosis. Put together, the distribution characteristics indicate that a minimum level of

inconvenience is to be expected no matter what and that the majority of residents within a greater

urbanized area will have experiences which approach this value. Also indicated is that residents

of under-served areas will have negative experiences which are more atypical than the positive

experiences enjoyed in well-served areas.

5.11 Discussion

Results of this study showed the importance of long-dwell charging in determining BEV

operational inconvenience. Because long-dwell charging can be most reliably conducted at home

or workplaces the availability of chargers at these locations will make BEV operation far more

convenient. However, the criticality of home and workplace charger availability should not be

overstated. Public charging can play a large role in determining experience as well. In this

study three home charging availability scenarios were considered based on [221]. The scenarios
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included exclusive and inclusive scenarios meant to represent boundary cases and a realistic

scenario meant as a best guess as to the actual conditions experienced. It is notable that the

differences in home charging availability between the studies are larger than the differences in SIC.

The impacts of public charging infrastructure help to moderate the differences in home charging

availability. This is in line with the charging pyramid model as discussed in 5.3. With the public

charging infrastructure currently present in the Denver Colorado urbanized area it is still much

more inconvenient to operate a BEV without reliable home charging. The results suggest that

investment in public charging may help to reduce the inequities which manifests in the long tails

in Figure 5.15 while investment in private charging will help most to reduce the mean and lower

bound of SIC.

SIC as a metric of optimization for charging infrastructure is valuable because it tells a different

story than other demographic measures. The most basic measure of EV charging inequity would

be to compare the locations of chargers to demographic factors for given geometries. This is the

approach taken by [211]. However, this method makes an implicit assumption that proximity to

chargers will meaningfully correlate with experience. One major flaw with this method is that

data on public chargers is far more complete than private chargers. Because of the importance of

private chargers in determining experience the proximity method leads to an incomplete picture.

The novelty of SIC is demonstrated by comparing SIC to other important demographic metrics.

In Figure 5.18 population, percentage of single unit dwelling residents, median annual income,

and percentage minority residents are plotted for hex cells in the Denver Colorado urbanized area

where data is available.
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(a) Population (b) Single unit residents

(c) Median annual income (d) Minority residents

Figure 5.18: Demographic data for H3 hex cells in Denver Colorado urbanized area

As might be expected, there are relationships present between the plotted data. As must be

the case, higher population hex cells also have lower percentages of single unit dwelling residents.

Unfortunately it is also the case that an inverse relationship exists between percentage minority

residents and median income. Neither of these relationships are particularly strong and neither tell

a complete story. Rather relationships between the mentioned demographic factors are the result

of long-term and complex processes which have resulted in much local variance; one does not

reliably predict any other and none are redundant. That SIC is also unique is supported by Figure

5.19.
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(a) Population (b) Single unit residents

(c) Median annual income (d) Minority residents

Figure 5.19: Demographic data for H3 hex cells in Denver Colorado urbanized area

The plots in Figure 5.19 show that no strong correlation exists between SIC and any of the

selected demographic factors. Nor does SIC correlate strongly with simple measures of distance to

chargers as evidenced by the comparatively minor coefficients for DCL and ERCP. The strongest
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correlation exists between SIC and percentage single unit dwelling residents and this may be

explained by the direct use of the latter in computing the former.

5.12 Conclusions

The success or failure fo the green transition in the US transportation sector will be decided by

millions of individual decisions. Governments have the ability to influence these decisions through

the application of personal and corporate incentives. An effective strategy can only be formulated

if informed by the right metrics. In this study, the authors’ previously developed metric SIC is

applied on a geo-spatial basis using publicly available data. An example of this application is

conducted for the Denver Colorado urbanized area which is a representative large US metropolitan

area. The results of this study show that BEV operational inconvenience, and thus user experience,

due to charging times is effected significantly and in different ways by public and private charging.

Where private charging such as at homes or workplaces serves to lower the lower bound and mean

inconvenience due to charging. Public charging serves primarily to reduce inequity of experience

thus making BEVs more feasible to those with limited private charging options. Also shown is the

uniqueness and novelty of the SIC metric as applied on a geo-spatial basis which provides a more

complete picture than simple charger proximity based metrics. The SIC metric provides planners

with a direct approach to evaluating the impacts of proposed EVSE infrastructure investments in

terms of their impact on BEV experience, equity, and ultimate adoption potential.

5.13 Summary

The purpose of research directed towards RQ2 was to understand the relationship between

vehicular design and EVSE infrastructure parameters and BEV operational inconvenience. Having

derived an empirical relationship between the factors and inconvenience in Chapter 4, this equation

was applied in a geo-spatial context in this chapter. Using this equation, inequities can be shown

geographically and compared to demographic factors. Using Denver Colorado as a case study it
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is apparent that BEV inequity of experience is multi-causal not well predicted by socio-economic

factors.
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Chapter 6

Class 8 BEV Tractor Economic Modeling

6.1 Preface

This chapter is based on work that has not yet been prepared for publication. Data fro this

analysis was provided by EPRI. The content of the paper addresses RQ3. RQ3 sought to identify

areas where class 8 Battery Electric Vehicle (BEV) tractors could be competitive with Internal

Combustion Vehicle (ICV) equivalents. In order to accomplish this, Total Cost of Ownership

(TCO) models were built for class 8 BEV and ICV tractors. A large operational difference between

the two is the requirement to charge BEVs. The dynamics of BEV range and charging mean

that, while low rate charging during dwells is desirable, high rate charging may be necessary to

complete long itineraries. The degree to which a truck is required to utilize fast charging will

have a substantial effect on operating costs both due to charging costs and due to driver time

lost to charging. The BEV TCO model used in this analysis improves on previous studies by

accounting for this dynamic with a data based modeling and simulation method. The TCO models

are used to identify market niches wherein BEVs are and will become competitive thus answering

RQ3. Finally a sensitivity analysis is performed on model parameters in order to understand how

evolution in constituent factors may effect results.

6.2 Introduction

The US economy relies on a fleet of nearly 40 million commercial trucks which move more than

70% of the nation’s freight tonnage [35] and are responsible for 17.2% of US GHG emissions [36].

About 4 million of these trucks are class 8 tractors [37] which haul the most freight per vehicle and

have the highest energy consumption rates. In order to mitigate the environmental impact of the

transportation sector, government and industry have pushed for increasing vehicle electrification

[34]. As a general rule, costs and difficulties associated with electric powertrains scale with energy
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and power requirements. For Light Duty (LD) vehicles, BEVs have already achieved and exceeded

TCO parity with equivalent ICVs [222, 223]. The economics are less favorable for delivery vans

but still feasible [43]. Although Medium Duty / Heavy Duty (MD/HD) BEVs are currently on the

market, they are generally more expensive than ICV equivalents without the benefit of subsidies

and credits [224].

The issue comes down to fundamental characteristics of Lithium-Ion (Li-Ion) batteries [165].

Current state-of-the-art Li-Ion batteries have a specific energy of around 1000 kJ/kg [166]. Diesel

fuel has a specific energy of 45.6 MJ/kg. The result of this disparity is that even though BEVs are

more efficient than ICVs they often have less range than equivalent ICVs. In order to increase BEV

range more battery must be added but doing so either increases overall weight or reduces payload

capacity. The apparent trade-off between range and payload capacity is sometimes referred to as

the "electric vehicle conundrum" within the trucking industry [225].

The second disadvantage BEVs experience is in relation to energizing times. Diesel contains

136.6 MJ per gallon [170]. At a fueling rate of 7 gallons per minute [171] a diesel ICV is energizing

at 15.94 MW. By comparison, modern DC Fast Charging (DCFC) occurs at 80-400 kW [190] for

LD with some early commercialization of charging rates up to 1 MW for MD/HD vehicles [226].

Charging at higher rates is more expensive [227] and leads to higher battery cell degradation [228].

Slow charging rates are an issue because charging a BEV counts as work time for truck drivers if

conducted outside of the mandatory 30 minute driving break [229]. Should a BEV need to travel for

a longer daily distance than its full-charge range, significant driving time may be lost to charging.

The economic disadvantages inherent to MD/HD BEVs are important because adoption of

BEVs in the MD/HD market will likely be driven principally by economic factors. In order to drive

adoption of BEVs in the MD/HD market, MD/HD BEVs must be developed to be economically

competitive with MD/HD ICVs in a number of market segments. The market segment which

will be most effected by the scaling of costs is class 8 tractors. Class 8 tractors are, however,

both economically vital and relatively environmentally costly making electrification relatively
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impactful. In this study, the economic viability of class 8 BEV tractors is quantified and, based on

the results of the study, implications for the future of the US transportation industry are discussed.

6.3 Literature Review

6.3.1 HD BEV TCO

Considerable effort has been expended into identifying markets in which BEVs can currently

and in the future compete with ICVs. Strong evidence exists that TCO parity has already been

achieved for many LD vehicles [222]. TCO parity is harder to achieve in the MD/HD market.

MD/HD vehicles have higher energy consumption rates and, on average, higher range requirements

[37] than LD vehicles. Thus MD/HD vehicles require greater energy storage and higher charging

rates. The greater energetic requirements of heavier duty vehicles disadvantage BEVs in three

related ways. First, the specific energy of modern Li-Ion Electric Vehicle (EV) batteries is much

lower than that of liquid hydrocarbon fuels [230, 231] meaning that for equal range vehicles the

BEV will be heavier. The added weight of BEVs somewhat reduces the efficiency advantage

that electric powertrains hold over internal combustion powertrains. Added vehicular weight will

also lead to reduced payload capacity for commercial BEVs. Second, current Electric Vehicle

Support Infrastructure (EVSE) cannot charge EV batteries at rates comparable to the equivalent

energizing rate of ICV fueling. Charging at higher rates is less efficient [232], requires more

expensive vehicular and supply equipment [233], and places higher requirements on the electricity

grid [234]. For this reason, the most common pattern for BEV usage is to charge at low rates while

the vehicle is at rest [32]. Finally, BEV battery packs are difficult and expensive to manufacture.

Assessments of the current per-unit-energy price of EV battery packs vary considerably by the

source [235–240] with even higher uncertainty for future prices. BEV manufacturing costs are

driven by battery pack prices. [42] assesses that the powertrain for an ICV class 8 sleeper tractor

(engine and transmission) costs $40,600 while an equivalent BEV powertrain (motor and single-

speed transmission) costs $18,400. However the battery pack for the equivalent BEV is assessed

to cost $382,200.
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6.3.2 Battery Pricing

Because battery prices are so high, any TCO analysis will be sensitive to assumptions about

battery price [38–40, 42]. This is a particular issue because battery price is an uncertain parameter,

even in the present. There is a large corpus of literature on battery pack prices for LD vehicles.

There are two general approaches which can be used independently or in combination. The first

approach is the "bottom-up" approach which attempts to estimate future EV battery pack prices

from projected component prices. Examples of bottom-up approaches to estimation are [236, 237]

and Argonne National Lab (ANL)’s BaTPaC model [241]. Published in 2017, [236] provides a

comprehensive review of studies published between 2007 and 2015 on the subject of EV battery

pack costs. The survey found large disagreement and uncertainty among the reviewed studies. A

general trend form [236] is that estimates drop from the $600 to $1,000 per kWh range in 2010

to $400-$800 per kWh in 2015 to $200-$400 in 2020 and beyond. The values from [236] are

consistent with BaTPaC. Per [241], estimated prices for Li-Ion EV battery packs fell from roughly

$1,000 per kWh in 2008, down to $400 per kWh in 2012, and to less than $200 per kWh in 2022.

[236] also conducted a Subject Matter Expert (SME) survey in which the SMEs were asked to

fill in values for battery pack component prices. the results suggested a higher range of $300-

$500 per kWh. The disagreement between market assessments and component-based cost models

may be caused by SMEs over-costing certain components or may be the result of EV battery pack

manufacturers or their suppliers experiencing the significant per-unit cost benefits of large scale

production. The effects of production scale on manufacturing costs for modern EV batteries were

investigated in [237]. Findings suggest that costs decrease exponentially with scale until about 5

gWh production then linearly after.

The second approach is a "top-down" approach which projects future battery pack prices

based on data using a learning curve model [242–244]. Learning curve models, on their own,

are insufficient to deal with the complexities of the battery production process. Reference [235]

compared several top-down models and found that these models often resulted in battery prices
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falling below projected materials costs by 2030. To remedy this issue [235] proposed a 2 stage

learning curve model wherein the initial and mature stages of production are treated separately.

The broad agreement in the literature is that EV battery pack prices are set by a combination

of materials acquisition and manufacturing costs. As demand for EV batteries increases, supply

of raw materials is not expected to keep pace [235] which should result in rising raw material

prices. Increasing demand should also lead to lower manufacturing costs due to innovation and

economy-of-scale effects. Eventually, thus, EV battery pack prices should approach raw materials

prices. How fast battery pack prices approach materials prices and what those prices will be at that

time is contingent on the pace of EV adoption and general battery demand. Based on historical

prices, it seems that the period of exponential decreases in Li-Ion battery pack prices has already

occurred and reductions in price for Li-Ion battery packs will be incremental in the future. In the

context of the literature, US Deparment of Energy (DOE) targets of $80-$100 per kWh for EV

batteries [245] seem achievable in the medium term future for LD EVs. It is also possible that

targets will be exceeded with advanced battery chemistries [235, 243, 246] but the functionality of

these chemistries and the infrastructure investment required to enter large scale production will be

a challenge [238–240].

6.4 Baseline TCO Model

The baseline TCO model used was based on National Renewable Energy Laboratory (NREL)’s

TEMPO [38–40] model. TEMPO is a common and comprehensive model for projecting TCO for

vehicles of various types, classes, and powertrains in the near through long term future. TEMPO’s

model largely uses data from Autonomie [247] which is collected and managed by ANL. The

model is oriented towards light-duty BEVs and there is reason to think that some of the model’s

scaling assumptions are invalid for heavier vehicles. Nevertheless, TEMPO is a good comparison

point and CSU’s model was built with a similar structure and validated against it. In this section

the basic structure of the CSU model is outlined with TEMPO assumptions and the CSU model

outputs are validated against TEMPO.
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In order to evaluate the economic competitiveness of vehicles in a scalable manner, the metric

chosen was TCO which is the net present value of the vehicle’s total cash flows over its term of

use. The cash flows considered in this analysis are listed below. An assumption is made that all

vehicle purchases are financed. Cash flows in CSU’s TCO model are listed in Table 6.1.

Table 6.1: TCO Model Cash Flows

Cash Flow Description

Vehicle

The cost of purchasing the vehicle with

financing with the salvage value

subtracted

Energy
The recurring costs of energizing the

vehicle

Insurance
The recurring costs of insuring the

vehicle

Maintenance
The recurring costs of maintaining the

vehicle

Taxes and Fees
The recurring costs of taxes and fees on

the vehicle.

Payload
The equivalent cost of lost payload

capacity due to vehicle technology

Labor
The recurring costs of salaries and

benefits for drivers and other personnel

Capacity
The equivalent cost of the payload

capacity lost due to added tractor weight

Time Loss

The equivalent cost of the driving time

lost due to en-route charging for BEVs

(Not included in TEMPO)

With the exception of the Time Loss cash flow, which will be defined in Section 6.5, the cash

flows used in CSU’s model were the same as those used in TEMPO. The Net Present Value (NPV)

of the cash flows is calculated as in (6.1) with an assumed constant discount rate

NPV =
CFt

(1+d)t
(6.1)
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where CFt is the cash flow in a given time period t and d is the discount rate. TCO is calculated

as in (6.2)

TCO = ∑
CF

NPV (CF) (6.2)

where CF is the set of cash flows. The methods of calculating the cash flows found in CSU’s

baseline model are described in the following subsections.

6.4.1 Vehicle Cash Flow

The Vehicle cash flow contains the net values of the vehicle purchase price, financing cost, and

salvage value. The purchase price of the vehicle is based on the prices of the vehicle’s components

and a retail markup. The salvage value of a vehicle is based on both distance driven and calendar

depreciation. The pricing models used for the subsystems are taken from Autonomie and [248–

250]. All costs are assumed to scale with power or energy storage linearly. The vehicle cash flow

is sufficiently different for ICVs and BEVs to merit independent explanations.

ICV Vehicle Cash Flow

ICV component costs are fairly straightforward. Based on data from previously mentioned

sources, ICV component costs are listed in Table 6.2.

Table 6.2: ICV component costs

Component Cost Formula Source

Glider $82,200 [247, 248, 251]

Engine $47.50 per kW [249, 250]

Exhaust System $20 per kW [248]

Transmission $21.50 per kW [248]

Fuel Tank $6 per kWh [248]
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An assumed retail markup of 50% [38] is applied to the summed component costs. Financing

is modeled as a standard fixed-payment lease with a term of 63 months, a down-payment of 12%

and an interest rate of 4% [38]. The salvage value for ICVs is modeled as a function of age and

distance driven as shown in (6.3)

Sa =C(.9071)a(.9990)m (6.3)

where Sa is the salvage value of the vehicle in year a, C is the initial purchase price of the

vehicle, and m is the distance driven in units of 1000 miles. In other words, a class 8 sleeper cab

ICV is expected to retain 90.71% of its value every year and 99.9% of its value every 1000 miles

(1609 km) driven. The baseline assumption is that a new truck will be used for 10 years and travel

870,000 miles ( 1,399,830 km) in that time frame. Table 6.3 lists the vehicle cash flow components

for a sleeper cab class 8 tractor with 5000 kWh fuel storage capability and a 212 kW engine [141].

Table 6.3: ICV Vehicle cash flow components (2020 USD)

Component Description Cost

Vehicle

Component Costs

Sum of costs of

individual components
$97,821

Retail Markup

Difference between

component costs and

retail price

$48,911

Financing

Difference between

NPV of loan and retail

price

$9,895

Salvage

Value that the vehicle

can be sold for at any

given time

$20,574

Total
Total NPV of the cash

flow
$136,053
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BEV Vehicle Cash Flow

For BEVs the components are broken down into the major areas of glider, battery, motor,

inverter, and auxiliary systems. The major auxiliary systems on a BEV are the transmission,

charger, and DCDC converter. There are very few class 8 BEVs currently on the market and,

as such, it is difficult to model the costs of components due to lack of data and the effects of low

volume production. The major driver of cost for BEVs is the battery. TEMPO uses Autonomie

modeling for the cost of batteries per unit capacity. Autonomie modeling of battery prices does not

distinguish between vehicle classes and LD prices are used for MD/HD vehicles. Autonomie posits

high and low technological progress scenarios for battery pack pricing. [41]. These scenarios are

visualized in Figures 6.1 and 6.2.

Figure 6.1: Battery pack cost scenarios
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Figure 6.2: Battery pack cost scenario contours

Battery pack mass is also an important economic factor given that increased mass will mean

lower efficiency when empty and lower maximum payload capacity. In this respect, cell specific

energy is the driving factor and may play a large role in determining the economic viability of

MD/HD BEVs. The cell specific energy projection is shown in Figure 6.3.

Figure 6.3: Battery pack mass by capacity and year of manufacture

The motor, inverter, and auxiliary costs are modeled to scale with power. The models are based

on Autonomie data and are presented in Figure 6.4.
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Figure 6.4: Motor, inverter, and auxiliary systems cost by capacity and year of manufacture

The purchase price for the BEV model is computed by summing the vehicle costs, applying the

retail markup, and subtracting the salvage value at the end of the term-of-use. Because class 8 BEV

production is currently very low volume, the markup is initially higher than that for equivalent

ICVs. The markup is estimated using a learning curve formula starting at 70% in 2020 and

reducing to 50% in 2050. For BEVs salvage value is computed separately for the battery pack

and for the rest of the vehicle. This accounts for the different aging curves for the battery cells

and for the mechanical components of the vehicle. As with the ICV model, the depreciation of

the non-battery components of the vehicle is modeled using (6.3). The battery pack depreciation

is modeled as in [252]. The formula for battery pack depreciation is

Vsalvage = (1−Kr −Ku)(1−KhY )(Vnew)(1+M) (6.4)

Where Vnew and Vsalvage are the battery pack value initially and at salvage respectively, Kr is

the refurbishment cost factor valued at 15%, Ku is the used product discount factor valued at 15%,

Kh is the battery health factor valued at 3% per year, Y is the age of the vehicle, and M is the
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retail markup valued at 50%. Table 6.4 shows the vehicle cash flow components for a class 8 BEV

sleeper tractor with 800 km of nominal range.

Table 6.4: BEV Vehicle cash flow components (2020 USD)

Component Description Cost

Vehicle

Component Costs

Sum of costs of

individual components
$586,908

Retail Markup

Difference between

component costs and

retail price

$410,835

Financing

Difference between

NPV of loan and retail

price

$67,286

Salvage

Value that the vehicle

can be sold for at any

given time

$119,705

Total
Total NPV of the cash

flow
$945,324

6.4.2 Energy Cash Flow

The energy cash flow constitutes the periodic expenditure on energy required to complete the

vehicles workload. The amount of energy expended in a given year is a function of the vehicle,

yearly driving distance, and driving conditions. TEMPO uses operating data from the 2002 (most

recent) Vehicle Inventory and Use Survey (VIUS) [37]. The distribution of miles driven by load

range from VIUS is displayed in Figure 6.5.
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Figure 6.5: Distribution of miles driven by load for class 8 sleeper tractors (2002 VIUS)

The weighted average of load by miles driven in VIUS was 73,446 lbs (33,314.5 kg) for class

8 sleeper tractors. The efficiencies and ranges in Table 6.5 were calculated using the mileage-

weighted average load.

Table 6.5: Class 8 sleeper tractor loaded fuel economy and range from TEMPO

Powertrain
Fuel Economy

[mpgde] 2020

Fuel Economy

[mpgde] 2025 Low

Fuel Economy

[mpgde] 2025

High

ICV 6.66 7.17 8.27

BEV 11.59 12.60 14.67

The distribution of class 8 sleeper tractor Vehicle Miles Traveled (VMT) from the 2002 VIUS

is shown in Figure 6.6. Per VIUS, class 8 sleeper trucks drive roughly 75,500 miles per year

on average. VIUS includes a large group of trucks with extremely low VMTs, if this group are

dropped the average annual VMT moves up to roughly 87,000 miles. The 87,000 mile figure was

used for calculations.
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Figure 6.6: Distribution of annual VMT for class 8 sleeper tractors (2002 VIUS

The final component of the Energy cash flow is energy pricing. The TEMPO value for the

price of diesel is $3.08 per gallon in 2020 USD. The TEMPO value for the price of electricity for

charging purposes is $0.123 per kWh or $4.76 per diesel gallon equivalent in 2020 USD.

6.4.3 Insurance Cash Flow

Based on data from [38, 253] insurance is assessed at $0.065 per mile driven for freight trucks

in 2020 USD.

6.4.4 Maintenance Cash Flow

Maintenance cost data is taken from Autonomie. Maintenance is modeled as a function of

vehicle age but not production year. The cost of maintenance should increase as the vehicle

ages and parts degrade. Correspondingly, spare parts should become more expensive as vehicles

age. Because of the relative simplicity of BEVs compared to ICVs, maintenance costs are lower

for BEVs. In the TEMPO model BEVs and ICVs utilize the same maintenance cost vs. time

relationship with a constant multiplier of 0.6 being applied for BEVs [38]. The per km cost of

maintenance for both powertrain types is shown in Figure 6.7.
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Figure 6.7: Maintenance cost per km driven for class 8 sleeper tractors

6.4.5 Taxes and Fees Cash Flow

Based on data from [38, 253] taxes and fees are assessed at $0.065 per mile driven for ICV

freight trucks in 2020 USD.

6.4.6 Labor Cash Flow

Based on data from [38, 253] labor is assessed at $0.79 per mile driven for freight trucks in

2019 USD.

6.4.7 Payload Cash Flow

The maximum total weight that a vehicle can operate at is set by Department of Transportation

(DOT) regulations. For class 8 trucks, the maximum operating weight is 80,000 lbs (36,287.36

kg). BEVs are allowed an extra 2,000 lb (907.184 kg) [38]. Because of the maximum total vehicle

weight limit, extra tractor weight means lower payload capacity. It is important to account for

payload capacity loss due to tractor weight because BEVs are significantly heavier than equivalent

ICVs due to battery pack weight. Two assumptions are made about the type of fleet operators

considered in this study. First, the fleet operators are assumed to be Less Than Truckload (LTL)

operators meaning that the individual parcels transported weigh much less than the truck payload
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capacity. Thus LTL operators have the flexibility to assign packages to trucks such that all packages

can be transported, all trucks are mostly filled, and no truck is over limit. Second, it is assumed

that the fleets are of sufficient size that a reduction in per-truck capacity on a given route can be

made up by sending more trucks on that route without inordinately effecting shipping costs.

With the previously stated assumptions, the value of lost payload capacity for a given truck can

be computed by calculating the percentage of an identical truck that would be required in order to

move the lost payload. The first step to computing the lost payload capacity cost is to compute the

Lost Payload Capacity Portion (LPCP). The equation for the LPCP (6.5) is

LPCP =
PL

G−WT
(6.5)

where PL is the payload capacity lost, G is the Gross Vehicle Weight Rating (GVWR) of the

vehicle , and WT is the weight of the tractor. PL is calculated as in (6.6)

PL =
∫ G

G−∆W
P(W )dW (6.6)

where ∆W is the additional weight of the tractor over a baseline tractor, W is the total loaded

weight of the vehicle and P(W ) is the probability of the truck operating at W . For the baseline

tractor weight TEMPO uses an equivalent range diesel tractor. The distribution of miles driven

within weight ranges is provided in Figure 6.5 and the CDF of the distribution is shown in

Figure 6.8.
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Figure 6.8: CDF of miles driven by load for class 8 sleeper tractors (2002 VIUS)

The NPV of the Payload cash flow can be computed by multiplying the sum of the NPVs of

the other cash flows by the LPCP. The NPV of the Payload cash flow by battery capacity and

model year is displayed in Figure 6.9. The value of the Payload cash flow is expected to become

insignificant in the 2030s due to battery specific energy increases.

Figure 6.9: NPV of Payload cash flow by battery capacity and model year
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6.4.8 Summary

CSU’s TCO model for class 8 sleeper tractors produces results which are very similar to

TEMPO results when using TEMPO assumptions. Figure 6.10 displays the assessed TCO for

800 km nominal range, model year 2025 ICV and BEV class 8 sleeper tractors. All trucks were

assumed to be bought new in 2025, used for 10 years, and then sold, while driving 87,000 miles

(139,983 km) per year.

Figure 6.10: TCO for ICV and BEV model year 2025 class 8 sleeper tractors from TEMPO and CSU model

with TEMPO assumptions

A minor difference between TEMPO and CSU’s model is in how the payload cost is evaluated.

TEMPO uses the payload capacity of an ICV truck as the baseline for computing payload cost.

CSU uses a constant value of one third of class 8 GVWR. Thus the CSU model shows the ICV

as having a small payload cost while TEMPO shows no payload cost for the same vehicle. The

decision to compute the payload cost against a constant value was made because the weights of

class 8 ICV tractors with the same nominal range can differ [248]. Because TEMPO’s 800 km

nominal range ICV tractor weighs more than the constant weight used by CSU, the CSU model

shows slightly higher payload costs.
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6.5 Modified TCO Model

In the previous section, a TCO model which mimics TEMPO [38–40] was defined. This model

used TEMPO assumptions and arrived at results which very closely matched TEMPO results. In

this section that model will be modified to reflect certain complexities not represented in TEMPO’s

modeling. The structure of the modified model will be identical to that of the baseline model with

some cash flows modified and the addition of the Time Loss cash flow. The modified and added

cash flows are defined in the following subsections.

6.5.1 Modified Vehicle Cash Flow

TEMPO’s model for battery pricing through time is based on projections for LD vehicles.

LD vehicle manufacturers enjoy economies of scale not seen in the MD/HD market, especially

in the class 8 segment. The scale of LD vehicle production allows Original Equipment

Manufacturers (OEMs) to negotiate low prices with battery suppliers and to lower the per-unit

cost of manufacturing battery packs. Currently MD/HD BEV production is very low scale and

might remain so in the future.

Based on data and arguments from [224, 235, 236] and consultation with an electric MD/HD

OEM, Lightning e-Motors [254], three scenarios for EV battery pack pricing per kWh were

developed. These scenarios, labeled "optimistic", "baseline", and "pessimistic" are displayed

in Figures 6.11 and 6.12. All three CSU developed scenarios project EV battery pack prices

higher than either Autonomie projection through to 2050. The CSU Pessimistic scenario projects

that improvements to EV battery pack manufacturing will not be sufficient to offset increased

commodity costs when EV batteries reach maturity. CSU’s Baseline and Optimistic scenarios

project that improvements to EV battery pack manufacturing will be sufficient offset increased

commodity costs when EV batteries reach maturity but assume different rates of learning and

different start points.
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Figure 6.11: CSU battery pack cost scenarios

Figure 6.12: CSU battery pack cost scenario contours
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Battery pack cost was the only difference between CSU’s and TEMPO’s Vehicle cash flow

model. Nevertheless, battery pack prices play a large role in determining overall BEV TCO and,

thus, the difference is important.

6.5.2 Modified Energy Cash Flow

Another major difference between CSU’s model set and TEMPO is in how energy prices

are modeled. TEMPO uses constant values for energy pricing regardless of time and location.

However, fuel and electricity prices are volatile and depend on region. Electricity prices may also

depend on power and energy consumption, time-of-day, and season among other factors. As seen

in Figure 6.10, the Energy cash flow is behind only Labor and Vehicle in magnitude and is highly

driven by energy prices.

Diesel Prices

US diesel prices are set on a global market and have historically been volatile subject to

economic and political factors. The average US diesel price per gallon since 1995 [255] is shown

in Figure 6.13.

Figure 6.13: Historical diesel prices in 2020 USD
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Commodity prices, especially in the energy sector, are hard to predict. The effects of market

shocks such as the 2008 financial crisis and the Coronavirus pandemic are seen clearly in the

historical diesel prices. The effects of economic globalization can be seen in the post-2000 prices

with their higher mean and greater volatility. The price used in [38] was reasonable when it was

published but is not reflective of greater trends in diesel price in the 21st century. CSU elected to

use price data dating back 15 years to establish a range for prices. The mean price for a gallon of

diesel in the previous 15 years was $3.54 with a standard deviation of $0.79 both in constant 2020

USD. The mentioned values are used in this analysis.

Electricity Prices

Electricity prices are, like fuel prices, set by market forces. However, while fuel prices are set

daily based on short term futures contracts, electric utilities often offer yearly contracts with the

cost of uncertainty built in. Thus, the volatility in the price of electricity has historically been lower.

The yearly average US commercial electricity price per kWh since 1995 [256, 257] is shown in

Figure 6.14.

Figure 6.14: Historical commercial electricity prices in 2020 USD

In the last 15 years (2008-2023) the average US residential electricity price per kWh was

$0.1295 with a standard deviation of $0.006 both in constant 2020 USD. The relatively small
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constant dollar fluctuations seen in the historical residential electricity pricing data imply that

future prices will also remain relatively stable.

Regional and TOU Pricing

The price of electricity is dependent on many factors including location, time of year, time

of day, power requirement, plan type, and customer type (residential, commercial, industrial).

Utility companies have to pay for and maintain the equipment required to meet their maximum

power and energy delivery demands regardless of how often these capabilities are actually required.

Thus, utilities offer Time of Use (TOU) tariffs which incentivise customers to spread demand out

throughout the day and use less energy during times of year when more is required for heating or air

conditioning. A general structure of a TOU tariff consists of an energy charge, a power charge, and

a customer charge. The energy charge is a function of the total energy used during a billing cycle.

The power charge is a function of the peak metered power used during a billing cycle. Peak power

is measured as the amount of energy used during a meter cycle which are, often, 15 to 30 minutes

in duration. The power charge is meant to pass on the cost of higher power delivery equipment to

the customers who require it rather than to all customers. The customer charge covers the costs of

metering equipment and labor. One can estimate the cost of a unit of energy with a TOU tariff as

in (6.7)

C(E) =

(

RE(M,T )+
RP(M,T )+RC

DM

)

E (6.7)

where C(E) is the cost of a unit of energy, RE , RP, and RC are the energy, power, and customer

charges respectively, M is the month, T is the time-of-day, and DM is the duration of the month in

seconds.

Electricity pricing plans used in this study were taken from [258] which compiled details

of commercial and industrial TOU tariffs throughout the US in 2015. The rates from [258]

were adjusted to 2020 USD. Figure 6.15 displays TOU tariffs in North Dakota, California,

Massachusetts, and Alabama.
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Figure 6.15: TOU tariffs in 4 US states

The selected states are from four different climatic and sociopolitical regions within the US

and serve to demonstrate how local conditions effect TOU pricing. In literature, the heuristic that

EVs should charge at night to save money is generally accepted. It is notable that this would be a

bad strategy in southern states during the summer when residential air conditioning demand is high

during evening hours. The strategy will also be of relatively little value in Massachusetts where

the price of electricity is only marginally effected by time-of-day.
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CSU’s model assigns electricity prices by location, month, and time-of-day. The data from

[258] was used to produce temporal pricing for geometries throughout the US defined by level 3

H3 Hex cells [214]. The average, standard deviation, minimum, and maximum electricity prices

for each geometrically defined model in the continental US are shown in Figure 6.16.

Figure 6.16: Electricity pricing in continental US by level 3 H3 Hex cell

Optimal Charge Scheduling

In order to minimize electricity expenses subject to a TOU tariff, optimal charge scheduling

can be employed. The aim of optimal charge scheduling is to minimize the cost of charging for a

vehicle over a given itinerary. In this case the cost is simply the dollar value of the cost of charging

the vehicle. Vehicles have the ability to charge while parked at depot or at a charging station while

en-route to a destination. Optimal charge scheduling was conducted via Dynamic Programming

(DP) [76, 100]. The goal of the optimization was to find an optimal charging control such that the

charging cost of the itinerary would be minimized. This goal can be stated as
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min
U

J(S0,U) (6.8)

where

J(S0,U) = Φ(SN)+
N

∑
k=1

Ψ(Sk,Uk) (6.9)

s.t.

Sk+1 = f (Sk,Uk), k = 0, . . . ,N −1 (6.10)

Smin ≤ S(t)≤ Smax (6.11)

where Ψ(S,U) is the running cost (inconvenience), Φ(S) is the final state cost, S = [SOE] is

the state vector containing the vehicle State of Energy (SOE), U is the control vector formulated as

U = [DE,D,DE,ER]
⊤ containing charging durations at depot DE,D and en-route DE,ER for BEVs or

U = [DE,ER] containing en-route fueling durations for ICVs, J is the cost for S and U , and Smin and

Smax are lower and upper limits for the state vector and are constant in time. The overline indicates

an array containing values at multiple discrete time intervals. The goal of the optimization is to

find the optimal charging schedule (U
∗
) such that J∗ is equal to the global minimum value for J. J

is the cost of charging for the itinerary.

Optimal charge scheduling model is 1-state, 2-control where the one state is the vehicle’s SOE

and the controls are depot charging and en-route charging. Depot charging is available to BEVs

at depot locations. En-route charging is assumed to be available to BEVs every trip. For depot

charges, it is assumed that time is not of the essence and thus charging should take place at the

lowest rate possible in order to maximize efficiency and minimize power cost. Conversely, en-

route charges are assumed to occur at the maximum possible rate. The reasoning for this is that

time spent energizing a vehicle is considered working time for commercial drivers if it exceeds 30
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minutes [229]. Driving time lost to energizing is expensive and reduces the effective capacity of

the fleet. Thus it is assumed that en-route refueling time will need to be minimized.

The itineraries used to evaluate electricity costs for BEVs are from INRIX and provided to CSU

by Electric Power Research Institute (EPRI). These itineraries are from tracked Heavy Duty (HD)

vehicles and include trip origin and destination, time, and distance information. Each itinerary

is for one day only and the locations are snap-to-node anonymized to make it impossible to

track vehicles over multiple days. The INRIX data provides a well distributed and representative

snapshot of HD travel in the US as discussed in Appendix B.

In order to enable optimal operation, long trips and dwells are broken up into smaller chunks

thus allowing for more precise cost function evaluations and controls. An example optimal

charging schedule is shown in Figure 6.17.

Figure 6.17: Optimal charge schedule for an INRIX HD itinerary with a long range battery
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The vehicle in Figure 6.17 is incentivized to charge in the morning and evening when at depot

and only incentivized to charge en-route late in the day in order to return to its required end-of-day

SOE. Generally, vehicles will only charge en-route when they are unable to complete a trip or need

to energize quickly to meet the end-of-day SOE condition. The vehicle in Figure 6.17 has a 1,000

kWh battery pack which gave it 800+ km of range. The vehicle in Figure 6.18 traveled the same

itinerary as the previous vehicle but has a 300 kWh battery pack. As a result it has charge en-route

more often leading to a higher cumulative charging cost. Critically, the longer range vehicle spends

no time en-route charging while the shorter range vehicle loses almost two hours of driving time

to en-route charging. The shorter range vehicle will have a lower purchase price and more cargo

capacity but in order to operate on this itinerary the fleet would have to be nearly 25% larger.

Figure 6.18: Optimal charge schedule for an INRIX HD itinerary with a short range battery

The amount that a class 8 truck operator pays for electricity is generally proportional to how

often the truck needs to be charged en-route. A heuristic that is often, but not always, beneficial is
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to match a truck’s capability with its workload such that all charging can be done when the truck

is parked at depot. Larger vehicles both consume more energy per unit distance and, generally, are

tasked with longer itineraries, thus making the capability matching more restrictive.

Using INRIX itineraries, geographic and temporal electricity pricing, and optimal charge

scheduling, simulations were run for trucks with battery capacities ranging from 500 kWh to 1500

kWh. The maximum en-route charging rate used in simulation was 350 kW. The average prices

paid for electricity vs. battery capacity and daily driving distance are shown in Figure 6.19.

Figure 6.19: Price paid per kWh by battery pack size and daily driving distance for class 8 BEV tractor

Average electricity price is driven by en-route charging. Because en-route charging occurs at

high rates and lower efficiencies it requires more energy per unit range added. En-route charging

also often occurs during mid-peak and on-peak periods. For lower daily driving distances, BEVs

can pay considerably less for electricity than the national average rate. This advantage erodes once

the nominal range of the vehicle is approached due to the requirement to charge en-route. For

itineraries which exceed the vehicle range threshold, electricity prices can start to rise quickly. Per

the 2002 VIUS, the average annual VMT for a class 8 sleeper cab tractor is 87,000 miles (193,983

km). If an average truck works 6 days per week then the average daily driving distance for class 8
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sleeper cab tractors is 278.5 miles (448.7 km) at which distance, electricity is still cheaper than the

national average for most battery pack sizes.

6.5.3 Time Loss Cash Flow

Per US DOT regulations [229], drivers of property-carrying vehicles can drive 11 hours after a

10 hour off-duty period. Drivers may distribute their 11 hours of driving over 14 consecutive hours

between 10 hour rest periods but will still be incentivized to minimize the total hours and start the

off-duty period as soon as possible. After driving for 8 cumulative hours a mandatory 30 minute

break must be taken. Charging may occur without incurring time penalties during the mandatory

30 minute break. Thus the Lost Time Portion (LTP) is calculated as in (6.12)

LT P = max

[

TC,ER −TB

TD
,0

]

(6.12)

where TC,ER is the time spent charging en-route, TB is the duration of the mandatory break, and

TD is the cumulative driving time allowed between rest periods. The value of time spent en-route

charging is computed by multiplying the LTP by the TCO.

Using INRIX itineraries,geographic and temporal electricity pricing, and optimal charge

scheduling, simulations were run for trucks with battery capacities ranging from 500 kWh to 1500

kWh. The maximum en-route charging rate used in simulation was 350 kW. The average daily time

spent en-route charging vs. battery capacity and daily driving distance is shown in Figure 6.20.
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Figure 6.20: Time spent en-route charging per day by battery pack size and daily driving distance for class

8 BEV tractor

6.5.4 Summary

The CSU model differs from the TEMPO model in three key areas: battery pricing, energy

pricing, and the valuation of driving time lost due to en-route charging. The differences result in

modifications to the Vehicle and Energy cash flows and the addition of the Time Loss cash flow.

The results generated using the modified TCO model are presented in Figure 6.21
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Figure 6.21: TCO for ICV and BEV model year 2025 class 8 sleeper tractors from TEMPO and CSU

models with realistic costs of electricity and cost of en-route charging and average annual VMT

The effects of the changes to the Vehicle and Energy cash flows are apparent in Figure 6.21.

TEMPO predicts that the purchase price for a class 8 BEV tractor with 800 km of range will have

a greater purchase price than an equivalent ICV in 2025 but this disparity still greater with CSU’s

assumptions. Conventional wisdom in the LTL industry is that purchase price is a small component

of TCO. For class 8 ICV tractors the Vehicle cash flow is around 10% of the TCO. However, using

CSU’s assumptions for battery pack pricing, the Vehicle cash flow is between 30% and 40% of the

TCO for BEVs. The increased purchase price means that insurance rates, taxes, and the equivalent

value of lost payload and driving time will be higher as well. The changes to the Energy cash flow

manifest as higher fuel costs for ICVs and lower electricity costs for BEVs. The lower electricity

costs are due to optimal charge scheduling. The results show a non-negligible improvement of

roughly 20% on the TEMPO value resulting from optimal charge scheduling. The values for the

Time Loss cash flow were all zero in Figure 6.21. This is because the average daily driving range

from VIUS (448.7 km) results in below national average electricity prices and less than 30 minutes

of en-route charging time for the BEV model with its 1,470 kWh battery pack. If this daily driving

distance is doubled then the cost of electricity per kWh will increase and the time required for en-
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route charging will cross the 30 minute threshold. The results with doubled daily driving distances

are shown in Figure 6.22.

Figure 6.22: TCO for ICV and BEV model year 2025 class 8 sleeper tractors from TEMPO and CSU

models with realistic costs of electricity and cost of en-route charging and double average annual VMT

In the longer daily driving scenario the equivalent cost of en-route charging becomes non-

negligible and even eclipses that of capacity lost due to battery pack mass. It is also notable that

the comparative disadvantage of BEVs to ICVs diminishes as operating costs make up a larger

portion of the TCO.

6.6 Results

6.6.1 Model Results

Having built a comprehensive and data-based model for class 8 BEV and ICV tractor TCO

it is possible to evaluate the economic competitiveness between the two powertrain types. The

relative cost of a BEV and equivalent ICV will depend on many factors such as the nominal range

of the trucks, the driving distance requirements, the prices and densities of battery cells, the price
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of diesel, and other factors. Class 8 BEV tractor TCO as a function of model year, battery pack

capacity, and daily driving distance with CSU baseline assumptions is shown in Figure 6.23.

Figure 6.23: Projected TCO for class 8 BEV tractors by model year, battery pack capacity, and daily driving

distance with CSU baseline assumptions

Class 8 BEV tractor TCO as a percentage of equivalent range ICV TCO as a function of model

year, battery pack capacity, and daily driving distance with CSU baseline assumptions is displayed

in Figure 6.24.
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Figure 6.24: Projected TCO for class 8 BEV tractors as a percentage of equivalent ICV TCO by model

year, battery pack capacity, and daily driving distance with CSU baseline assumptions

The area below the 100% contour represents the area of projected cost savings for class 8

BEV tractors. The results presented in Figure 6.24 reveal two salient trends. First, in general,

the peak daily distance point of all contour lines occurs where the vehicle nominal range is less

than the daily distance. Second, the size of battery packs which can be economically competitive

increases faster than the daily driving range for which BEVs can be economically competitive.

These trends indicate that the cost of increasing battery pack size more than offsets the increased

costs of performing a moderate amount of en-route charging and that the costs of en-route charging

rise quickly and form an artificial ceiling on BEV competitiveness.

As might be expected, different assumptions about the evolution of battery cell price and

specific energy produce substantially different results. Class 8 BEV tractor TCO as a percentage

of equivalent range ICV TCO as a function of model year, battery pack capacity, and daily driving

distance with CSU optimistic assumptions is displayed in Figure 6.25.
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Figure 6.25: Projected TCO for class 8 BEV tractors as a percentage of equivalent ICV TCO by model

year, battery pack capacity, and daily driving distance with CSU optimistic assumptions

Although the optimistic assumption set results in a larger area of economic competitiveness for

all model years shown, the previously mentioned trends hold true. A useful metric for evaluating

the change in class 8 BEV tractor competitiveness over time is the maximum competitive distance-

matched vehicle range. The maximum competitive distance-matched vehicle range is here defined

as the nominal range of the largest range BEV for which operating a daily driving distance equal

to the vehicle’s nominal range is economically competitive with a ICV of the same range. In other

words, the range where the diagonal from bottom-left to top-right intersects with the 100% contour

on an economic competitiveness plot such as those in Figures 6.24 and 6.25. The maximum

competitive distance-matched vehicle range for class 8 BEV tractors using CSU’s model and

assumptions vs. model year is presented in Figure 6.26.

194



Figure 6.26: Projected maximum competitive distance-matched vehicle range for class 8 BEV tractors by

model year using CSU’s battery pack price projections

With CSU’s baseline battery pack price projection, class 8 BEV tractors with a nominal range

of 300 miles (483 km) will become competitive in the mid 2030s. Using CSU’s optimistic

battery pack price projection, class 8 BEV tractors with a nominal range of 400 miles (644 km)

will become competitive in the same time frame. Using CSU’s pessimistic battery pack price

projection, the competitive nominal range for class 8 BEV tractors is projected to peak just above

210 miles (338 km). This indicates that the future of class 8 BEV tractors lies in the shorter haul

segments of the LTL model (day cabs rather than sleeper cabs). These results are sensitive to fuel

prices. Increasing the price of diesel fuel by just $1.00 per gallon to $4.54 per gallon (in line with

recent prices) radically increases the maximum competitive distance-matched ranges as seen in

Figure 6.27
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Figure 6.27: Projected maximum competitive distance-matched vehicle range for class 8 BEV tractors by

model year using CSU’s battery pack price projections with increased diesel price

As seen in Figures 6.24 and 6.25 the economics between ICVs and BEVs are rather sensitive.

Many more BEVs come in within 110% of the equivalent ICV price than come within 100% and

this trend intensifies with time. Thus, it is worth evaluating the contingency of the results.

6.6.2 Sensitivity Analysis

The TCO model described in this study is based on projections of future component pricing

and physical properties as well as a set of assumptions about vehicle operation. It is not possible

to assess the accuracy of any set of projections or assumptions in the present. Nevertheless, it

is important to understand how these assumptions may effect the outcomes. Thus, a sensitivity

analysis was carried out on the parameters listed in Table 6.6.
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Table 6.6: Parameters in sensitivity analysis

Parameter Description Values

Yearly Distance (YD)
Representative yearly

distance driven [km]
[79,000, 140,000, 193,000]

Daily Distance (DD)
Representative daily distance

driven [km]

[400, 800, 1200] (Matched to

Vehicle Nominal Range

(VNR))

VNR Vehicle nominal range [km]
[400, 800, 1200] (250, 500,

and 750 miles)

Number of Years of

Ownership (NYO)

Length of term of ownership

[years]
[5, 10, 15]

Age at Purchase (AP)
Vehicle age at purchase

[years]
[0, 5]

Diesel Price Multiplier

(DPM)
Diesel price multiplier [-]

[0.64, 1, 1.44] (95%

confidence interval)

EVSE Premium (EVSEP)
EVSE premium for charging

BEVs [$/kWh]
[.05, .1, .15]

Payload Exemption (PE)
Payload exemption for BEVs

[kg]
[0, 907, 1814]

Battery Pack Pricing (BPP) Battery pack pricing [$/kWh]

[100, 235, 370] (Based on

CSU battery pack pricing

scenarios in the 2030s)

Model Year (MY) Vehicle model year [-] [2030, 2035, 2040]

The ranges chosen were meant to reflect realistic ranges for the parameters for the years studied

(2030-2040). The range for YD was chosen based off of the VMT distribution from VIUS. The

values for VNR were for the 250, 500, and 750 mile nominal range market segments and the

values for DD were set to match these. The values for NYO and AP were set to reflect the

range of outcomes for large LTL fleets. The values for DPM were taken from historical data

and reflect the edges and center of the 95% confidence interval of the continuous distribution. No

similar multiplier was applied to the electricity price due to the tightness of the observed historical

distribution. Boundaries for EVSEP were taken from [38, 224]. Values for PE were taken from
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[38]. Values for BPP were based on CSU’s battery pricing assumptions in the time period defined

by MY.

Having defined the ranges, a full-factorial designed experiment was conducted using CSU’s

TCO model. The regression was done using normalized regressors. Significant terms from the

regression analysis for ICV normalized TCO, BEV normalized TCO, and relative TCO (BEV/ICV)

and are found in Figure 6.28. Model information for the regression analyses can be found in

Appendix A.

Figure 6.28: Significant coefficients (α = 0.05) from normalized TCO regression
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The TCO for a class 8 ICV tractor is dominated by term-of-use factors such as yearly

distance driven and number of years of ownership. Because maintenance costs increase with age,

buying newer ICVs is a better deal even with higher purchase prices. The cost of fuel is also

significant in determining TCO. For BEVs, the term-of-use parameters are still the most important

in determining TCO but factors such as daily driving distance, nominal range, and battery pack

pricing are more important in determining TCO than their ICV equivalents. The relative results

show that the term-of-use factors tend to favor BEVs as the operating costs come to dominate and

offset the purchase price differential. However, the equivalence is still driven by battery pack size

and pricing. Larger battery packs are more expensive and this is difficult to overcome.

The cost of operation can also be assessed on a per-unit-distance basis using the metric

Levelized Cost of Driving (LCOD) which is the TCO divided by total distance driven. Significant

terms from the regression analysis for ICV LCOD, BEV LCOD, and relative LCOD (BEV/ICV)

and are found in Figure 6.29.
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Figure 6.29: Significant coefficients (α = 0.05) from LCOD regression

The LCOD results lead to the same conclusions as the TCO results for the relative economics.

However, it is worth noting that term-of-use factors reduce LCOD.

6.7 Discussion

The main area in which the model used in this study improves on previous models in the

literature is in how charging is handled. In the literature electricity pricing is often handled with
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a flat rate. If range is accounted for this takes the form of declaring certain itineraries infeasible.

However, DC fast charging allows for substantial range to be added in relatively short periods of

time. The presence of fast charging stations allow for electric vehicles to travel further than their

nominal ranges without needing multi-hour dwells. Commercial drivers in the US are required to

take one 30 minute break during each driving day and important charging can occur during this

time period. Fast charging will, however, be more expensive than low rate charging. In order to

account for this dynamic, the CSU TCO model uses an electricity pricing model which is sensitive

to rate and TOU considerations. The CSU TCO model also accounts for time lost due to en-route

charging with the Time Loss cash flow. As has been shown in Sections 6.5 and 6.6, BEV purchase

price and TCO are heavily driven by battery pack price which is, itself, proportional to range. An

interesting question is whether fleets would be better served by vehicles with large batteries which

mostly charge at low rates or by vehicles with lower ranges that have to charge en-route more

often. For model year 2025 trucks the trade-off favors shorter range vehicles as shown in Figures

6.30 and 6.31.

Figure 6.30: TCO comparison for model year 2025 class 8 BEV tractors with various ranges and 500 km

daily driving requirements
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Figure 6.31: TCO comparison for model year 2025 class 8 BEV tractors with various ranges and 1000 km

daily driving requirements

Because of the relatively high battery prices expected for 2025, the higher purchase prices

of the longer range trucks are enough to offset the increased operation expenses that low range

trucks experience. Notably, the savings seen for lower range vehicles with a 500 km daily driving

requirement are much reduced with a 1000 km daily driving requirement. A 200 km range truck

has a roughly 300 kWh battery. In this study the highest charging rate available was 350 kW. With

such rates available the 200 km range truck would need to perform a series of roughly 40 minute

charging events throughout the day to travel any long distance. In this study, the effects of C-rate

on battery health were not considered but one can assume that the 200 km range truck will need

a battery replacement sooner than the longer range trucks. Nevertheless, batteries are projected to

be expensive enough in 2025 that the shorter range vehicles still prevail. The situation in 2035 is

projected to be far more ambiguous as presented in Figure 6.32.
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Figure 6.32: TCO comparison for model year 2035 class 8 BEV tractors with various ranges and 1000 km

daily driving requirements

Because of the projected drop in battery prices by 2035, the differences in operational costs

between the vehicles are enough to offset the purchase price differences. The economics of class

8 BEV tractors are, as shown in this study, highly contingent and fundamentally different to that

of class 8 ICV tractors. Where conventional trucking economics are dominated by operational

expenses, the battery costs of class 8 BEV tractors mean that purchase prices may be high enough

to comprise 30% to 50% of TCO. The effect of this is that truck range must be matched well

to required range; if a BEV truck has more battery capacity than needed then it will be a bad

investment. Generally, purchasing trucks with slightly lower ranges than range requirements will

be less damaging than purchasing trucks with slightly higher ranges than requirements assuming

that high-rate chargers are available. An implication is that OEMs may want to offer vehicles with

a wide variety of ranges or with he ability to add or remove battery capacity easily.

A commonly cited concern with respect to HD BEVs is the payload capacity loss that will

result from the battery weight. While BEVs will be heavier than equivalent ICVs in the near-term

future, this capacity loss is not as extreme of an issue as it might seem for LTL carriers. In the

LTL industry where loads are dictated more by packing and logistical considerations, trucks rarely
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travel at GVWR capacity. Most of the time, LTL trucks operate several tons under GVWR. The

additional mass of the battery will mean that trucks operate closer to GVWR and, thus, get worse

equivalent fuel economy. However, as most of the driving done by the trucks will be on highways,

the additional mass has a minimal effect on efficiency. The decrease in per-truck payload and

equivalent fuel economy were shown to amount to 5% of TCO in 2025 and to nearly vanish by

2035 as battery specific energy increases.

6.8 Conclusions

Class 8 trucks are a critical segment of the transportation sector in the US and other areas of the

world; in many respects, the modern global economy could not function without them. Customers

and suppliers of physical goods are linked by a complex multi-modal freight transportation

system that is built around the standardized shipping container. One constant within the freight

transportation system is the inverse relationship between overall vehicle weight and per-unit-

weight shipping costs (air-freight excepted). For very long distances marine and rail transport

are the most sensible options but these have limited reach. Rail operations rely on the presence of

expensive infrastructure and marine operations rely on geography and infrastructure. Linking US

ports and rail-heads to distribution centers or customers is a fleet of 4 million class 8 tractors.

Class 8 tractors represent the most difficult to electrify transportation application. The

economics of BEVs are effected by energy and power requirements as well as economies of scale.

Class 8 tractors have enormous energy and power requirements and are inherently low volume

items compared to LD vehicles. In order to achieve a green transportation future the emissions

from class 8 trucks will have to be mitigated and there are several paths to accomplishing this. The

first path is to replace existing class 8 ICV tractors with BEVs. The second path is to change the

model for fleet operators towards a more storage oriented model with less capable trucks operating

shorter hauls. The third is to build out rail infrastructure in order to reduce the need for long

haul truck transportation. changes to vehicular technology such as advanced battery chemistries,
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battery swapping, through-the-road charging among others may effect the relative viability of the

paths towards electrification.

Results from this study indicate that the economics for BEVs will become favorable for

shorter haul class 8 BEV tractors in the medium term future (throughout the 2030s). BEVs are

cheaper to operate than equivalent ICV due to simplicity of maintenance and drastically lower

fuel costs. Lower nominal range class 8 BEV tractors will still be more expensive ar purchase

than equivalent ICVs but this effect reduces with reduced battery size. Matching a BEV’s daily

driving requirements to its full-charge range will minimize the costs of en-route charging and push

the balance in favor of BEVs. Increases in diesel fuel prices will also substantially increase the

economic competitiveness of BEVs. However, it is unlikely that BEVs will capture the long-haul

sleeper cab market segment in the foreseeable future. The results of this study indicate that changes

to the multi-model freight transportation system will have to be made in order to accommodate

class 8 tractor electrification.

In this study a data-based model for the TCO of class 8 BEV tractors was developed. This

model differs from previous models in the manner by which it deals with charging. The developed

model uses real class 8 tractor itineraries form data and real geographic TOU electricity pricing

plans to inform an optimal charge scheduling algorithm for simulation. Using the optimal

charging simulation, a better understanding of the electricity prices really paid by fleet operators is

ascertained as well as an understanding of how much driving time will be lost to en-route charging

if necessary. The developed model also uses battery pack pricing obtained from a real MD/HD

BEV OEM which better reflects likely prices which will be paid for class 8 tractor batteries than

LD battery pack pricing data. The developed model showed that in the medium-term future (2030s)

lower range class 8 BEV tractors will become economically competitive with equivalent range

ICV tractors. Results indicate that BEVs may gain a substantial footing in the day-cab market

segment without the assistance of subsidies or increased fuel taxes. The economics of class 8

trucks are heavily impacted by fuel costs and even small increases in fuel prices radically increase

the competitiveness of ICV tractors. Ultimately, BEV tractors are unlikely to become competitive
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in the long-haul market segments in the foreseeable future without substantial changes to vehicle

design such as battery swapping or through-the-road charging. In order to achieve a green future

in the long-haul market, changes to the multi-modal freight transportation framework are likely

necessary.

6.9 Summary

In this chapter RQ3 was answered. Using data based modeling and simulation to inform an

economic analysis, areas of competitiveness for class 8 BEV tractors were identified in the LTL

market. The economic competitiveness of class 8 BEV tractors compared to their ICV equivalents

was related to design and operational parameters and the model sensitivity to said parameters was

investigated.
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Chapter 7

Conclusion

7.1 Summary

Underpinning every advanced economy is a highly productive transportation sector. The

transportation sector is what enables nearly all transactions and associated economic activity to

occur. Modern market economies have created standards of living that are simultaneously quite

atypical in the scope of human history and often taken for granted. Powering advanced economies

and the transportation sectors upon which they rest is a mix of energy sources which includes

and is often dominated by fossil fuel combustion which has well documented negative effects on

human health and global environmental conditions. In order to preserve the elevated standard of

living which we now enjoy for future generations advanced economies and, in particular, their

transportation sectors will have to find ways to de-carbonize.

Because transportation relies on a mix of vehicles it is natural to seek solutions in novel

vehicular technology. In recent times the two larges paradigm shifting trends in vehicular

technology have been electrification and connected autonomy. Electrification is important

as it both reduces vehicular energy consumption on a per-unit-distance basis and decouples

energy generation from locomotion. Electric Vehicle (EV) and Internal Combustion Vehicle

(ICV) powertrain technology have reached states of high maturity and in present forms EV

powertrains enjoy large advantages in efficiency and cost-of-maintenance being fundamentally

simpler machines. The main drawback to EVs is the battery which is costly, difficult to

manufacture, requires scarce materials, and degrades at a quicker rate than the rest of the vehicle.

The most important benefit that EVs provide is the opportunity to achieve lower emissions per-

unit-distance over a vehicle term-of-use. Because power generation and locomotion are decoupled

for EVs the composition of the local energy generation mix will directly impact the environmental

impact of the EV. This should be seen as a massive positive as the pace of de-carbonization in
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the energy sector has been rapid in developed countries in recent decades. Vehicular efficiency is

also effected by the manner in which the vehicle is operated. Vehicular connected autonomy has

the potential to create large efficiency improvements on a vehicle and fleet level. As vehicle on-

board computing power increases and Vehicle to Everything (V2X) communications infrastructure

rollout accelerates the potential for large increases in efficiency are rapidly attainable - a software

update away.

The combination of electrification and autonomy can result in large reductions in vehicular

emissions on a per-unit-distance basis. The first research question answered in this dissertation

investigated this potential from two different angles. Firstly, optimal energy management strategies

were investigated for Hybrid Electric Vehicles (HEVs) and, second, optimal Eco-Driving strategies

were investigated for Battery Electric Vehicles (BEVs). Both of these topics are the subject of

extensive literature which, nevertheless, contained important gaps towards commercialization. In

the first case, the mathematical basis of HEV powertrain optimization has been well known for

decades but the optimization relies on knowledge of future vehicle velocity. As a practical control

strategy, Predictive Optimal Energy Management Strategies (POEMS) for HEVs only became

feasible in recent years with advancements in Machine Learning (ML) which enable high-fidelity

vehicle velocity prediction. An important research gap existed as to what ML methods were able to

produce sufficiently accurate predictions, what data was necessary, and what ultimate efficiencies

could be attained. In Chapter 2, this gap was comprehensively addressed. A representative real-

world Connected Autonomous Vehicle (CAV) dataset was collected. This dataset was used in a

study on various ML techniques with different subsets of the collected data. It was discovered

that sufficiently accurate predictions of vehicle velocity could be made using Long Short-Term

Memory (LSTM) Deep Neural Networks (DNNs) and that only data available to non-connected

vehicles was necessary. Efficiency benefits were found to be in the 10% to 15% range over baseline

torque-filling control. Optimal Eco-Driving control has also been extensively studied in more

recent times. Autonomous Eco-Driving control is currently feasible with level 2 autonomous

vehicles becoming the norm in the US. To date, autonomous longitudinal control has followed
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rules-based controls which primarily serve to avoid collision risk but can be tuned to provide

energetic benefits. There is also evidence that the predictability of autonomous longitudinal control

contributes to traffic calming. When rules-based control is used to achieve energetic benefits it

comes at the cost of reducing average speed. Optimal control can be employed to produce greater

energetic gains without the time loss. The literature to date on optimal Eco-Driving control is

scattered and no comprehensive comparative assessment of methods could be found in order to

guide future development and deployment. This research gap was addressed by the study described

in Chapter 3 which surveyed the literature and applied common methods using consistent and

realistic constraints derived from real-world data. The analysis found that the constraints of the

problem introduce much complexity which hampers gradient descent solvers. However, results

suggested that trajectory optimization is possible within run-times which are feasible for real-time

control. The potential improvements in energy consumption for BEVs are in the range of 10% to

15%. Both types of optimal control are a software update away for modern EVs and could result

in massive cumulative energy savings in the near term future.

However efficient EVs are, their impact will be minimal should they remain a low percentage

of the vehicle fleet. Chapters 4, 5, and 6 deal with BEV adoption driving factors in multiple

sectors. For Light Duty (LD) vehicles, although economics are a factor, consumers also value

convenience. BEVs are at a disadvantage relative to ICVs due to their relatively short ranges

and long energizing times. Because of the long charging times inherent to modern BEVs a "gas-

station" charging behavior model is infeasible. Rather, charging is best accomplished at low rates

at home and work. This state of affairs can result in massive inequities of experience and adoption

between those able to charge at home and work. The majority of residents of single unit dwellings

and the majority of home owners will be able to charge at home with little modification to their

homes or parking behavior. The story is different for multi-unit residence dwellers who are, also,

dominantly renters. Those with limited ability to charge at home will have to rely more on public

charging infrastructure. Questions arise as to how to best design BEVs and deploy Electric Vehicle

Support Infrastructure (EVSE) infrastructure to minimize inequity and maximize adoption. In
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Chapter 4 a novel metric is introduced which relates inconvenience due to dedicated energizing

time to vehicular design parameters. This metric can be computed for individual vehicles based

on itineraries and information about available EVSE infrastructure. Results from a designed

experiment are used to compute coefficients of an empirical equation which can be generally

applied. This equation implies that those with access to home charging will make little use of

public infrastructure as all daily charging needs can be taken care of during long home dwells.

Also implied by the results is that a plurality of low rate chargers at common destination such

as supermarkets, malls, and gyms will be more beneficial to BEV operators for daily travel than

clustered high rate charging stations. In chapter 5 the empirical equation is applied on a geo-spatial

basis in order to visualize inconvenience and resulting inequities. This study revealed that BEV

charging creates notable spatial inequities due to differences in home charging availability and that

these are somewhat mitigated by public charging infrastructure. The results showed that expected

inconvenience is not well predicted by demographic factors such as income, race, unit type and

tenure, or population density. This is due to the fact that inconvenience is caused by many factors.

The inconvenience metric introduced in this dissertation will allow policy makers, urban planners,

and interest groups to directly evaluate the effects of EVSE infrastructure in a manner which is

more insightful than merely computing distances to and densities of chargers. This work will lead

to a greater understanding of inconvenience in the scientific and policy communities and thus help

to more efficiently promote LD BEV adoption.

While the vast majority of road vehicles in the US are LD personal transportation vehicles,

roughly one quarter of road vehicle emissions come from Medium Duty / Heavy Duty (MD/HD)

vehicles. The delivery of goods in the US relies on a huge fleet of commercial vehicles ranging

from delivery vans all the way up to semi-trucks. Because these vehicles are large and operate at

higher intensity than LD vehicles, the environmental impact of each commercial delivery vehicle

is relatively high. Electrification presents unique issues in heavier BEVs due to battery pack mass

and cost. Logically, the most difficult to electrify sector of the market to electrify will be class 8

tractors. For large delivery fleets, vehicle purchasing decisions will be dominated by Total Cost
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of Ownership (TCO) which accounts for purchase price and operating costs. Although purchase

prices are higher for BEVs than equivalent ICVs operating costs are lower, specifically in the areas

of energy and maintenance. Predictable technological progress will also play a role in determining

the economic competitiveness of BEVs in the future. In chapter 6 a comprehensive TCO model for

class 8 tractors for Less Than Truckload (LTL) fleets is presented. This model is verified against

state-of-the-art modeling with simplified assumptions. The model improves on the state-of-the-art

with a detailed simulation and data-driven approach to computing charging times and prices. The

result is projections of economic competitiveness between class 8 BEV and ICV tractors in the

near and medium term future and a sensitivity analysis on model parameters. The results shown

that much of the day-cab (shorter-range) class 8 LTL market can be captured by BEVs in the 2030s

but the sleeper-cab market is unlikely to see much adoption. An instructive finding is that BEV

economic competitiveness is strongly effected by the degree to which the vehicle range is matched

with its range requirements. Because adding range means adding battery capacity, TCO for class

8 BEVs scales with range and having more range than necessary can render a truck too expensive

to justify. The implication is that class 8 BEV tractor manufacturers should offer a range of battery

sizes for the same chassis and possibly make battery packs modular in order that range is made

flexible for a given chassis. It is also noteworthy that the ratio of diesel price to electricity pricing

has a large impact on economic competitiveness. With recent fluctuations and overall increases in

fuel prices, the economics of Heavy Duty (HD) BEVs may be more favorable in the future than is

currently thought.

It is widely accepted that a green transition in the transportation sector is needed in order

for environmental goals to be met. In general this is approached via separate research thrusts

with these being research into vehicular technology, infrastructure development, and consumer

behavior. These directions of research are carried out by subject matter experts and are valuable

contributions in their own right. However, the reality is that technology, infrastructure, and

consumer behavior are interrelated. It is the responsibility of the systems engineering community

to connect knowledge created in dissimilar fields to answer important overarching questions. The
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question of how to best enable a green transition in the transportation sector is such a question.

Relationships between vehicular technology, infrastructure, and consumer behavior can only be

fully understood though simulation and modeling. In this dissertation important research gaps

relating the mentioned fields to each other were addressed using rigorous data-driven simulation

and modeling techniques. Insightful answers to questions arising from the research gaps were

provided, and the body of knowledge was meaningfully expanded.

7.2 Research Contributions

Specific research contributions from this dissertation are:

1. This research has developed a set of computational experiments that illustrate the trade-offs

among real-time-capable predictive optimal control algorithms for vehicle dynamic control

of electric and hybrid electric vehicles. Results of these experiments quantify both the costs

and benefits of each of the major families of optimal infrastructure-enabled Eco-Driving

algorithms in literature, but also defined novel strategies for highly efficient Eco-Driving

techniques that result in 95% of optimal fuel economy.

2. This research has developed a novel and quantitative method for computing time-based

inconvenience associated with battery electric vehicle operation. This method uses survey

data and principles of optimal control in order to compute minimal energizing times required

for a given vehicle and itinerary. This is the first method of computing vehicle and itinerary

based operational inconvenience in a manner which is both sensitive to supply infrastructure

and powertrain agnostic.

3. This research has developed computational experiments to identify the relative importance

of vehicular and infrastructural factors in determining battery electric vehicle operational

inconvenience. The results of these experiments point to the importance of low-rate long-

dwell charging opportunities in reducing charging inconvenience for battery electric vehicle
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users. The results indicate a large inequity of experience between those who are able to

charge at home and those who are not.

4. This research has applied the novel vehicle operational inconvenience metric on a geo-spatial

basis. Results showed that the inconvenience metric developed in this research provided

novel insight into spatial inequity of experience not available from current demographic and

location based methods. Results also showed that public charging infrastructure deployment,

as is, does not redress the inequity caused by differential access to home charging.

5. A novel simulation and data-based model for assessing the total cost of ownership of class

8 semi-tractors with combustion and electric powertrains was developed. This model uses

principles of optimal control in order to simulate dynamic charging behavior for electric

vehicles. This model represents a significant improvement over current state-of-the-art

models in assessing the actual initial and operating costs for heavy duty battery electric

vehicles.

6. This research has developed computational experiments that identify the relative importance

of vehicular and infrastructural factors in determining heavy duty battery electric vehicle

economic competitiveness in the present and future. Results of these experiments indicate

that longer terms of operation and shorter ranges favor heavy duty electric vehicles over

conventional equivalents.

7.3 Future Work

Investigation of Effects of Boundaries of Optimal Eco-Driving control

The boundaries which define the optimal Eco-Driving problem in position (defined by traffic

signals and lead vehicles) provide significant complexity. The complexity arises from the facts

real-time capable optimal Eco-Driving methods rely on the computation of optimal polynomial

trajectories and because the boundaries are inherently non-convex. The benefits of optimal control

over baseline (rules-based) control vary depending on the exact composition of the boundary
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functions. Understanding the precise relation between boundary shape and value of optimality

will provide more nuance into the understanding of the benefits of optimal control. Future work

will include further parameterization of the boundary functions and a study into the relationship

between said parameters and the value of optimal control.

Specific Vehicle and Infrastructure Inconvenience Computation

The focus of the inconvenience research presented was to produce metrics which could be

easily computed and broadly applied. For this reason the data used was survey data which is

location agnostic. Because of the location agnostic data, supply infrastructure was modeled based

on assumptions about availability. When applied geo-spatially the metric was computed using a

pre-defined empirical equation. Another approach would be to use specific vehicle and supply

equipment data. Vehicle itineraries with location or approximate locations can be attained even

if access is limited. Using actual vehicle and supply equipment locations and routing algorithms,

specific inconvenience scores can be computed. It is worth investigating how different the results

obtained by specific analysis would be from those obtained via existing analysis. If the specific

results are substantially different then scalable methods of assessment should be developed.

Effects of Capability Sensitive Vehicle Routing and Warehousing on MD/HD Fleet BEV

Economic Competitiveness

In this research, the economic competitiveness of MD/HD Fleet BEVs was evaluated using

routes taken from data collected for conventional vehicles. The main limitations of BEVs in

comparison to conventional vehicles are range and energizing time. There is no reason to assume

that BEVs will be operated in the same manner as conventional vehicles currently are. Fleets will

adjust operations to the capabilities of the vehicles at their disposal. This might mean different

routing schemes, different depot locations and sizes, or more unconventional solutions such as

battery swapping. How these changes may impact the economics of MD/HD fleet BEVs is a topic

worth studying in detail.
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Appendix A

Regression Results

A.1 Normalized TCO for Class 8 ICV Tractors

Table A.1: ICV Normalized TCO model summary

R R-Squared
Adjusted

R-Squared
Std. Error

1.000 1.000 1 0.000

Table A.2: ICV Normalized TCO ANOVA

Category
Sum of

Squares
DOF

Mean

Squares

Model 2593.358 1023 2.535

Error 0.844 38342 0.000

Total 2594.202 39365 0.066

F P(> F)

115188.994 0.000
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Table A.3: ICV Normalized TCO significant terms in empirical equation (α = 0.05)

Coefficient Value t-value p-value

YD 0.169 53.975 0.000

AP 0.011 3.698 0.000

NYO 0.237 74.647 0.000

DPM 0.035 10.859 0.000

YD:AP 0.016 3.632 0.000

YD:NYO 0.314 64.694 0.000

YD:DPM 0.051 10.261 0.000

NYO:DPM 0.060 11.930 0.000

YD:NYO:AP 0.017 2.462 0.014

YD:NYO:DPM 0.086 11.272 0.000

A.2 Normalized TCO for Class 8 BEV Tractors

Table A.4: BEV Normalized TCO model summary

R R-Squared
Adjusted

R-Squared
Std. Error

0.997 0.994 1 0.000

Table A.5: BEV Normalized TCO ANOVA

Category
Sum of

Squares
DOF

Mean

Squares

Model 1304.862 1023 1.276

Error 7.909 38342 0.000

Total 1312.771 39365 0.033

F P(> F)

6183.853 0.000
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Table A.6: BEV Normalized TCO Significant terms in empirical equation (α = 0.05)

Coefficient Value t-value p-value

YD 0.097 10.092 0.000

DD 0.042 4.318 0.000

VNR 0.033 3.367 0.001

NYO 0.128 13.153 0.000

BPP 0.043 4.391 0.000

YD:DD 0.046 3.065 0.002

YD:NYO 0.177 11.932 0.000

DD:NYO 0.057 3.815 0.000

VNR:BPP 0.086 5.678 0.000

YD:DD:NYO 0.081 3.515 0.000

A.3 Relative TCO for Class 8 BEV and ICV Tractors

Table A.7: Relative TCO model summary

R R-Squared
Adjusted

R-Squared
Std. Error

0.979 0.958 0.957 0.000

Table A.8: Relative TCO ANOVA

Category
Sum of

Squares
DOF

Mean

Squares

Model 4638.937 1023 4.535

Error 204.711 38342 0.005

Total 4843.648 39365 0.123

F P(> F)

849.330 0.000
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Table A.9: Relative TCO Significant terms in empirical equation (α = 0.05)

Coefficient Value t-value p-value

Intercept 1.141 35.740 0.000

YD -0.137 -2.810 0.005

DD 0.459 9.286 0.000

VNR 0.335 6.781 0.000

NYO -0.192 -3.881 0.000

DPM -0.157 -3.119 0.002

BPP 0.437 8.830 0.000

EVSEP 0.128 2.592 0.010

YD:VNR -0.181 -2.395 0.017

DD:VNR -0.263 -3.429 0.001

YD:BPP -0.247 -3.270 0.001

VNR:NYO -0.200 -2.609 0.009

VNR:BPP 0.874 11.409 0.000

NYO:BPP -0.271 -3.533 0.000

YD:VNR:BPP -0.494 -4.224 0.000

VNR:NYO:BPP -0.542 -4.565 0.000
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Appendix B

INRIX Data Weighting

Itinerary data for MD/HD vehicles was provided to CSU from INRIX. This data was collected

from MD/HD trucks in the US in 2019. The following is an outline of the process by which

geo-spatial weights were computed for the data.

INRIX vehicles represent some percentage of total US MD/HD traffic but the extent of

coverage is not necessarily flat nationally. Thus a set of weights are computed for geographical

regions in the US. The geographical regions were level 3 H3 Hex cells [214]. The weighting is done

against transportation jobs in geographic areas. Information on the location of transportation jobs

can be found using the US Census Bureau’s LODES WAC data [259]. The WAC data breaks down

jobs in a given locality by industry classification. Transportation jobs are identified by NAICS

classifications 48/49. Currently 5 year WAC data is available most recently for 2019. WAC data

is associated with US Census GEOIDs. Census geometries are irregular and widely varying in

area. In order to facilitate easier analysis, WAC data is converted to H3 Hex cells using area

interpolation.

The weighting is done using tracked nightly counts using INRIX data. INRIX vehicles do

not necessarily keep constant device IDs. Rather, at last some of the time, the data are carefully

anonymized in order to keep users from tracking vehicles over multiple days. This is done by

a daily re-setting of the device ID and by employing a "snap-to-node" scheme with recorded

locations. Because of the snap-to-node scheme, multiple vehicles are recorded as having parked

in the same exact (to precision) location simultaneously making tracking impossible. While

vehicle tracking may be impossible, a daily count for a given area is possible to produce using

a "conservation of vehicles" approach. The conservation of vehicles approach is outlined below:

1. For a given geometry (g) on a given day (n) a number of vehicles (m) are estimated to exist

in geometry g at the start of day n (initially 0)
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2. The number of devices recorded starting day n in geometry g (ms) is counted

3. The number of devices recorded ending day n in geometry g (me) is counted

4. If ms > me the geometry g lost vehicles on day n so m is reduced by the difference: m >= 0

must be met so if the difference is greater than m then new vehicle are tracked and added to

the number tracked

5. At the end of each day, the count is taken in all geometries and this is the reported number

6. Tracked vehicles are weighted against WAC data using Iterative Proportional Fitting with N

dimensions (IPFN).

Total tracked vehicles as a function of day is shown in Figure B.1 and average tracked vehicles

for each geometry is shown in Figure B.2.

Figure B.1: Total tracked vehicles in INRIX data by day
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Figure B.2: Average tracked vehicles in INRIX data by geometry

Having found the density of vehicles for the H3 Hex cells, the INRIX data could be weighted

against LODES WAC data using IPFN. The densities of transportation jobs from LODES WAC by

geometry is shown in Figure B.3. the ultimate geographic weights are shown in Figure B.4 and a

comparison of the weighted and un-weighted densities is shown in Figure B.5

Figure B.3: Transportation job densities by geometry from LODES WAC (NAICS 48/49)
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Figure B.4: INRIX data geo-spatial weights

Figure B.5: Comparison between weighted and un-weighted INRIX geo-spatial densities
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The relative flatness of the weighting implied that the INRIX data was well distributed in all

but the most sparsely populated regions.
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