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ABSTRACT 

MESOS CALE BOUNDARY LAYER DEVELOPMENT 

OVER MOUNTAINOUS TERRA :N 

The diurnal evolutio~ of the mesoscale boundary layer ( ~ 50 km) 

over gent ly sloping terrain upwind of a high mJuntain barri er is 

described usin g both obs ervational data and resul ts f rom numerical model 

simulations . Atmospheric sounding data are pres ent ed f rom two ni ghts , 

one during the summer and the second during the winter, when the 

mesoscale nocturnal boundary layer development \tas obs erved . 

Subsequently, a series of two and hree -dimensional numerical mod el 

experiments are pres ented which identify the important physical 

processes responsibl e for the observed features. A conceptual mod el of 

mesoscale boundary layer evolution is then presented that accounts fo r 

the principle dynamic mechanisms discerned from analys i s of the 

obs ervational and simulated cas es . 

Observational data f rom both ni ghts reveal that the nocturnal 

boundary layer ( NBL) extends 200-5 0 m above the va 11 ey ri dgetops and 

plateaus and cool s 1-4 K. Found within this layer are topographically 

induced thermal winds of 1-5 m s-l which either produce mesoscale 

·circulations or infl uence the prevailing synoptic wind fields . The 

summer night dcta reveal that when the prevailing geostrophic wind is 

less than 7-10 ms- l at 500 mb and contai ns ro comp onent into the high 

barrier, a complete mountain-plain circulati on forms over the plateaus 



and ridges and down valley winds in ·the underlying valleys are strong. 

Contrast ed with this is _the winter case in which a mu ch stronger 

geostrophic wind ( ~ 15 ms-lat 500 mb) directed into the barrier 

inhibited the mountain-plain circulation . In this case, there was a 

wide mesoscale variability in nocturnal boundary layer structure . 

One numerical experiment realistically simulated the diurnal 

evolu tion of the mesoscale boundary layer through a complete cycle 

encompassing the evening and morning transition periods . Additional 

simulations reveal that surface cooling and the shear between low-level 

thermal f lows and the overlying winds produce a 300-500 m deep NBL 3-5 h 

after sunset. The nocturnal stable layer contains decoupled wind 

regions and can form a blocked wind region upwind of th~ barrier. In 

all cases, the nocturnal thermal wind component was 4-5 m s-l directed 

away from the barrier. It is also demonstrated that full three-

dimensional model configuration are necessary to adequatel y describe the 

evolution of three-dimensional boundary layer structure. 
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CHAP ER I 

INTRODUCTION 

The dynamic and thermal effects of mountai1ous terrain influence 

atmospheri c circulat i ons ext ending i n scale fro m a few t ens of mete rs to 

thousands of kilometers. Therefore, it is not surprising that mountain 

meteorology has been a research interest to scientists for many years, 

dating back to the ea-ly studies of s lope circ lat i ons done by Wenger 

(1923). Since that time, t he pace of research has accelerated to meet a 

growing need for more detai l ed information about the meteorological 

structure of mountain atmospheres. As i ndustr-al activity and the 

population increases in these regions, this need becomes more acute. 

This i nformation is essential to such diverse industries as agricu l ture, 

energy production, min i ng, timber and tourism. Add i tionally, urban 

planners and others concerned with air quality related i ssues must deal 

with complex atmospheric circulations in order to best identify 

potential air pollut i on problems. 

Coupled with the increased research effort has been the development 

of new research tools. Innovations in instru~entation have enabled 

investigators to measure meteorological variables far above the surface. 

These include aircraft platforms, automated meteorological towers and 

portable sounding stations which can be easily operated in remote 

locations. Also, recent advances in the desi~n of high speed, large 

memory digital computers has prompted the for~ulat i on and use of 

soph i sticated numeri cal models to simulate atmospheric processes in 
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complex terra i n. In addition, physi~al models have been constructed in 

wind tunnels and water tanks in which idealized complex terrain flows 

can be observed and controlled on a smaller scale. 

In this paper, the results of research focused on one problem in 

mountain meteorology is presented. The diurnal evolution of a meso-e 

scale (~50 km) boundary layer in northwestern Colorado is examined using 

both analyses of observed structure and numerical model results. 

Located in this region are vast reserves of recoverable oil sha l e and it 

is projected that a l arge oil shale industry will develop in this 

currently sparsely populated area. At night, a stably strat i fied 

boundary layer forms over the larger scale topographic features and 

separates the synopt i c flow from the local circulations in the smaller 

scale valleys and depressions. During the day, a surface based mixed 

layer can develop and recouple the small and large scale flows. 

Al t hough not much is currently known about the mesoscale boundary l ayer 

structure, it is crit i cally important in this area where future ai r 

quality problems must be anticipated and abated. This is particularly 

true of the nocturnal stable layer, which has the greatest potent i al for 

causing air quality problems. 

Atmospheric sounding data were analyzed for two cases when the 

evolution of the boundary layer was observed. The first set of 

observations was collected over a single site in a narrow mountain 

valley over a period encompassing a summer night and the following 

morning when the synoptic scale winds were light. Using a combination 

of data co l lected both i n the valley and through the mesoscale boundary 

layer above the valley, the relationships between the valley and 

mesoscale circulations were explored. In the second case, a series of 
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simultaneous soundings over three si : es were usEd to examine the 

mesoscale boundary layer evolution through the evening transition period 

on a winter night when the synoptic winds were nuch stronger. 

Subsequently, the results of a numerical modeling program are presented 

with the goal of aiding in the interpretation of the observations and 

developing a concept ual model of the mesoscale Joundary layer structure. 

For this program, a fully elastic, non-hydrostatic primitive equation 

model was first employed to simulate the diurnal evo l ution of the 

mesoscale boundary layer over an idealized representation of the terrain 

found in the region studied. Attention was then foe sed on the effects 

of wind speed, w·nd direction and season on the evolution of the 

nocturn9l boundary layer through the analysis of six additional 

simulations of the evening transition period. From the combined results 

of the observational and modeling programs, insight into the physical 

processes responsible for the evolut ·on and st - ucture of the mesoscale 

boundary layer ove mountai ous terrain was ac1ieved. 



CHAPTER II 

BACKGROUND 

Research of the atmospheric boundary layer structure over complex 

terrain integrates the study of boundary layers over flat terrain with 

that of the thermal and mechanical effects of uneven topography on 

atmospheric circulations. The current state of knowledge in all of 

these areas has been gained through a history of both observational and 

theoretical studies. A comprehensive review of all of the research 

performed to date is beyond the scope of this dissertation. However a 

summary of the previous work which is pertinent to the present study is 

presented. 

A. Boundary Layers Over Flat Terrain 

The atmospheric boundary layer (ABL) consists of the layer of air 

adjacent to the earth's surface in which the surface effects are 

significant over time periods of hours to days. The simplest boundary 

layer structure is found over flat terrain where the surface is 

horizontally homogeneous, the effects of water substance are 

insignificant and the atmospheric flow field is stationary and 

barotropic. Although these conditions are rarely met, they form the 

basis for the development of a theoretical framework to describe the ABL 

using the concepts of boundary layer fluid mechanics. The fundamental 

theory stems from von Karmen's (1930) mixing length hypothesis of fluid 

turbulence. Panofsky and Dutton (1984) describe turbulence as: 
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11 a type of fluid flow that .is strongly rotat ·onal and 
apparently chaoti c. Turbulence separates nearby parcels of 
air and thus mixes fluid properties. It hes eddy structures 
arranged in a continuous spectrum of sizes and intensities." 

These motions are inherently three-dimensional and exist on temporal and 

spatial scales much smalle than the prevailing flow field. The ABL 

structure is maintained by the vertical transpo-t of heat and momentum 

in the eddies (turbulent flux) to and from the surface. Atmospheric 

turbulence is generated through shear and static (convective) 

instabilities and dissi ated by viscosity and static stability. One 

corrrnonly used parameter which describes the level of turbulence in the 

atmosphere is the gradient Richardson number, Ri, given by 

Ri = _g_ ae / az 
8 (au /az )2 + (av/az) 2 (1) 

where g is the g avitational acceleration, e is the potential 

temperature and and v are the horizontal wind components. Ri is a 

normalized ratio of the dominant turbulence production terms, vertical 

wind shear and static stability. In statically unstable regimes 

(Ri < O), turbulent mo ions are generated by both shear, or mechanical 

production, and convection, or buoyant production. In the case of 

stable stratification (Ri > O), buoyant production is replaced by 

suppression and mechanical generation of breaking Kelvin-Helmholtz (K-H) 

waves (Thorpe, 1972) is the primary source of turbu ence. If the 

stratification is suffic ·ently strong with respect t o the vertical 

shear, the production of turbulence is totally supressed. Miles (1961) 

and Howard (1961) used linear wave theory to determine that at Ri > 
Ri = 0.25 the growth of K-H waves ceases in Boussinesq fluids. 

C 

Although atmospheric f lows are not ruly 1 ine:ir, Ri values observed and 
C 
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calculated for atmospheric cases are very near this value (Merrill, 

1977). 

Most studies of atmospheric turbulence attempt to parameterize its 

effects on the mean atmospheric thermodynamic and dynamic fields. The 

early work of Rossby and Montgomery (1935), which dealt with the 

deviations of flow from geostrophy in the neutrally stratified ABL, 

initiated the development of the currently utilized similarity theory 

for the boundary layer. They partitioned the boundary layer into a 

shallow surface or inner layer and a deeper outer or Ekman layer, so 

named for its resemblance to the theoretical wind profile formulated by 

Ekman (1927). Their work has been restated in its currently used form 

by Kasanski and Manin (1961) and Blackadar and Tennekes (1968). Since 

real boundary layers are seldom neutrally stratified, diabatic 

extensions to Rossby similarity were added later by Zilitinkevich (1972) 

and Zilitinkevich and Deardorff (1974) who matched Monin-Obukov surface 

layer similarity (Manin and Yaglom, 1971) to Blackadar and Tennekes' 

solution. A summary of Rossby similarity and its extensions can be 

found in Appendix I. In neutrally stratified, barotropic flow, the heat 

flux is negligible and the vertical wind shear generated by the flux of 

momentum into the surface layer maintains the turbulence structure in 

the outer layer against dissipation by viscosity. If the flow field 

remains stationary, steady-state is achieved and the ABL depth can be 

calculated from the values of surface stress and geostrophic wind. 

1. Diurnal boundary layer evolution over flat terrain 

Over land the ABL undergoes a diurnal heating and cooling cycle 

shown schematically in Figure 1. Starting at midday, when the surface 

heat flux is positive from solar heating, a super-adiabatic surface 



(a) 

Zt 

( c) 

21 

Free Air 

Mixed 
Loyer 

Surface 
Loyer 

Mixed 
Loyer 

7 

( b) 

zt 

(d) 

Zt 

Free Air 

Mixed 
Loyer 

Mixed 
Loyer 

Stab le Loyer 

Mixed Layer 
SurTcicelaer 

Figure 1. Schematic diagram of the diurnal boundary cycle 
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layer underlies a near neutral, deep convectively mixed layer capped by 

a strong potential temperature inversion 1-2 km above the surface 

(Fig. la). The excess of turbulent energy generated by the surface 

heating is transported to the inversion level by convective plumes 

(Warner and Telford, 1967; Lenschow and Stephens, 1980). This energy is 

utilized to entrain some of the free air above the inversion layer and 

causes the ABL to grow. Simple one-dimensional models of the growth of 

the convective boundary layer have been formulated by Ball (1960), Lilly 

(1968), Tennekes (1973) and Stull (1973). A good review of the physics 

of the convective boundary layer over flat terrain can be found in Banta 

(1982). Near sunset, the surface radiational cooling becomes stronger 

than the rapidly decreasing solar heating and the surface heat flux 

reverses direction. This point marks the beginning of an evening 

transition lasting one to two hours during which a cooled nocturnal 

stable layer replaces the lower part of the daytime convective layer. 

In this period, the daytime surface layer collapses as the super-

adiabatic daytime lapse rate is supplanted by a stable nocturnal one 

(Fig. lb) (Delage, 1974). Unlike the convective case, where the static 

instability in the surface layer dominated the generation of turbulent 

energy, shear production of turbulence in the nocturnal surface layer 

acts to mix the cooled surface air upward and thereby stabilize the 

boundary layer. Since the stable stratification inhibits the vertical 

transfer of surface layer turbulence, nocturnal boundary layers are 

usually only 50-300 m deep (Melgarejo and Deardorff, 1974) and form 

under the remnants of the daytime mixed layer (Fig. le). After sunrise, 

solar heating again becomes stronger than the radiational cooling at the 

surface and the heat flux becomes positive. At this time, a surface 
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based convective layer starts growing into the nocturnal stable layer 

(Fig. ld). This morning transition ends when the stable layer is 

destroyed in the ate morning and the ABL structure again resembles that 

shown in Fig. la. 

2. Ideal nocturnal boundary layer structure 

The most basic nocturnal boundary layer (NBL) structure consists of 

three layers shown in Figure 2 (Mahrt, 1981). The surface layer obeys 

Monin-0bukov similarity and has very strong wind shear and a very stable 

lapse rate. Ri alues are relatively low and this layer is the source 

of turbulent energy for the NBL. Above the surface l ayer, the outer 

layer has a near y constant vertical shear and lapse rate. The excess 

surface layer turbulent energy is expended as the cooler air is mixed 

upward against the strati•ication. Although R- values in this layer are 

higher than those in the su face layer, they remain below the critical 

value (Zeman, 1979). At the top of he outer layer, Ri values approach 

the critical value and the flow field loses the effects of surface 

friction. Blackadar (1957) first documented an acceleration of the 

winds at this level resulting from he loss of downward momentum flux. 

The resulting w·nd maxim m, corrrnonly referred to as the nocturnal jet, 

oscillates with the inertial period as explained by Delage (1974). 

Because the shear vanishes at the nose of the jet, o turbulent fluxes 

can pass throug this level. Between the outer layer and the mixed 

layer left over from daytime heating lies a transition layer, typically 

extending to a height 125-200% of the elevation of the jet maximum, 

which shows some degree of cooling (Mahrt et al., 1979). The structure 

of this layer is not well understood nor is there positive agreement as 

to the cause of the observed cooling. Possible explanations include 
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Figure 2. Ideal nocturnal boundary layer structure over flat terrain. 
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sporadic turbulence propagating upward from the layer below (Mahrt, 

1981), clear air radiative cooling (Andre and Mahrt, 1982) and advection 

due to slight baroclinicity or small terrain inhomogeneities (Nieuwstadt 

and Driedonks, 1979). While the depth of the surface and outer layers 

achieve a near steady-state structure several hours after the surface 

cooling begins, the transition layer deepens throughout the night 

(Garratt and Brost, 1981). 

Mathematical expressions defining the NBL height are difficult to 

formulate because of the re atively poor understanding of the turbulent 

structure in stable layers, particularly in regions where the turbulence 

is neither continuous nor s ationary, such as t~e transition layer. 

Consequently, most definitions apply only to the top of the continuous 

turbulence or outer layer and do not onsider the transition layer at 

all. Early attempts at parameterizing the NBL depth used the bulk 

Richardson number RiB defined by 

.9. (e h - es) h 
RiB = (2) e · 2 , 

u g 

where h is the elevation of the top of the outer layer, ug is the 

geostrophic wind speed and eh and es are the potential temperatures at 

the top and bottom of the NBL, respectively. Hanna (1969) proposed that 

the atmosphere adjusted to maintain a critical value of RiBc = 0.75 in 

the steady-state NBL. From RiBc and known or estimated surface heat 

flux and geostrophic wind speed values, one could compute the steady-

state NBL depth. This approach is limited because of the uncertainty of 

R i Be" 
Zilintinkevich {1972, 1975) used similar ·ty theory to define the 

steady-state depth of the turbulent NBL, h, by s 
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u* is the surface layer friction velocity and f is the Coriolis 

parameter. Lis the Monin-0bukov length, defined as 

L = ----

kg w 'e ' s 

(3a) 

(3b) 

where k is the von Karmen constant (~0.4), and w' e ' is the magnitude of . s 
the s~rface kinematic heat flux. Values of the constant, d, range from 

0.22 (Wyngaard, 1975) to 0.74 (Nieuwstadt and Tennekes, 1981). However, 

since the surface heat flux never achieves a constant value, the steady-

state assumption may not be strictly valid (Zeman, 1979). 

Alternatively, Nieuwstadt (1980) proposed the prognostic relaxation 

relation 

1 dh/dt = - TD [h(t) - hs(t)] (4a) 

where hs is defined by (3), and TD is the turbulent time scale given by 

T - eh - es 
D - aes7 at (4b) 

TD is on the order of several minutes during the transition period and 

lengthens to several hours late at night. Yu (1978) compared results 

from similar equations to data from the Wangara experiment and found 

their performance was generally poor. Mahrt et al. (1982) reasoned that 

for relationships such as (3) and (4) to ·be valid, profiles of the 

turbulent fluxes must be used to define h. 

More recently, simple one-dimensional parameterizations of NBL 

structure have been developed for use in larger scale numerical models. 

Wetzel (1982) accounts for the transition layer cooling in an ad hoc 
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fashion, thereby eliminating the need for radiative transfer 

calculations. Stull (1983a, b) uses a modified similarity approach to 

extend the NB L beyond the outer layer, i ncorporating radiative cool ing 

effects empirically. Ont e other hand, Yamada (1979 ) includes the 

effects of clear air radiati ve transfer in his BL parameterization to 

explicitly account for cooing in the transition layer. All three 

models perform comparably 1ihen tested against data from the Wangara 

experiment. 

3. Non-ideal effects on nocturnal boundary lay~rs 

Unfortunately, even a small degree of baroclinity or slight terrain 

slope can significant y alter the basic three level structure (Caughey 

et al., 1979). Brost and Wyngaard (1978) used a higher-order turbulence 

model to show that te r rain slopes on the order of 1-2 degrees can change 

the NBL structure. Nieuwstadt and Driedonks (1979) demonstrated through 

scale analysis that advection is important unless 

and 

au/ ax+ av/ay << 3 x 10- 5 s-1 

ae ; ax + ae/ay << 3 x 10- 5 K m- 1 

(5a) 

(5b) 

criteria which are not met generally. Recently, researchers at the 

Boulder Atmospheric Observatory have studied the non-ideal NBL structure 

to ascertain the importa ce of other factors not considered in the basic 

three level conceptual model (Kaimal, 1983). 

The stable stratification of nocturnal boundary layers also permits 

the generation and propagation of internal gravity waves. The 

generation and breakfng of Kelvin-Helmholtz waves has previously been 

discussed as the principal source of turbulen : e in the NBL. Because of 

the close similarity between K-H waves and the longer gravity waves, 
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interactions between the wave and tu.rbulence structures can modulate NBL 

behavior (Einaudi and Finnegan, 1981a, b). Mahrt et al. (1979) found 

that the elevation of the nocturnal jet maximum oscillated in time as 

gravity waves propagated through the stable layer. Previously, wave 

activity was difficult to detect because the time and space scales of 

wave motions are very close to those of turbulent eddies. However, the 

use of fast response microbarographs (Merrill, 1977) and data from 

acoustic sounding systems (Eymard and Weill, 1979) have enabled 

researchers to observe the wave structure of the NBL. Using 

mathematical techniques which separate the short term variability due to 

waves from that due to turbulence, Finnegan et al. (1984) showed that 

there can be substantial conversion of gravity wave energy to turbulence 

in the NBL. Conversely, Chimonas and Grant (1984a, b) demonstrated with 

a numerical model how shorter wavelength K-H waves can excite longer 

gravity modes instead of being reduced to turbulent eddies. 

The structure of most nocturnal boundary layers is still not very 

well understood. The NBL is rarely in steady-state, although most 

current models are based largely on the steady-state assumption. 

Additionally, boundary layer theory breaks down when terrain 

inhomogeneity or advection is important. The presence of gravity waves 

introduces still another modulating effect on both the mean and 

turbulent NBL structure. Very little is also known about the evening 

transition period when the NBL structure first develops and the mean and 

turbulent time scales are similar. However, with time a more detailed 

understanding of NBL behavior will evolve as these problems are 

investigated. 
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B. Mesoscale and ocal Effects of Mountainous Terrain 

Most local and mesoscale terrain induced circulations can be 

divided into two categories depending upon the ~rincipal forcing 

mechanism giving rise tote circula ion (Atkinson, 1981). Those which 

are mechanically orced arise from t e dynamic ·nteraction between the 

gradient level wind and elevated terrain. Included in this group are 

mountain waves, downslope wi nd storms, lee circulations and similar 

phenomena which will not be considered here. The thermally forced 

circulations result from the elevated heating and cooling of the 

mountain topography during the course of the diurnal cycle. These are 

typically best observed when the larger scale wind fields are weak and 

include what are coITTTionly called slope and mourtain-valley wind systems. 

Additionally, there a e other atmospheric phenomena which result from 

the interaction of the thermal circulations with the gradient wind 

field. Analysis of terrain induced motions is complicated because one 

must not only consider the character·stic dyna~ic scales of the 

atmosphere but also accoun for the natural ti e and length scales of 

the topographic forci'ng. Of particular re 1 evance to this study are the 

smaller meso-e and meso-y scale (Or anski, 1975) boundary layer flows in 

complex terrain. 

1. Ideal thennal circulations in mountainous terrain 

Mountain thermal circulations form as a consequence of the larger 

diurnal temperat ure change of the air near elevated or sloping 

topography compared to air at the same elevation away from the terrain. 

Many of the concepts upon which the current roodels of mountain boundary 

layer evolution are based were developed from observational and 
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theoretical studies of Alpine wind systems during the period between 

1920-1950. Wenger (1923) applied Bjerknes' circulation theorem (see 

Holton, 1977) to a cross-section of air lying over a two-dimensional 

slope and the adjacent low plain. Figure 3 shows conceptually his 

results with the air cooled by the mountains at night flowing down the 

slope toward the plain and the reverse situation during the day when 

solar heating results in the warming of the mountain air. However, it 

was the later studies by Wagner (1938), Ekhart (1944, 1948) and Defant 

(1949) which integrated extensive observations to develop a 

comprehensive theoretical framework of mountain wind systems. Three 

thermal regimes were identified -in the boundary layer over mountainous 

terrain, each containing a different thermal wind system. Figure 4 

shows these three systems schematically during both the daytime and 

nighttime periods. !1T1T1ediately above the surface are the slope winds. 

These are small scale, buoyancy driven flows which tend to move parallel 

to the fall line of the topography. The hydrostatic circulations 

conmonly labeled mountain and valley winds develop along the ·axes of 

mountain valleys in response to the diurnal temperature changes of the 

valley air volume. On a larger scale still is the mountain-plain 

circulation which forms because of the heating and cooling effects of 

the mountain land mass as a whole. Although not shown in the figure, 

compensating flows, also known as "anti-winds", are required by 

continuity to complete the circulation in all three wind systems bas·ed 

on the Alpine model. A more complete description of these systems as 

well as a discussion of their interactions follows. 

a. Slope winds. Slope winds are the small scale thermal 

circulations which develop in the surface layer over sloping topography. 
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Figure 4. Schematic illustration of slope, valley and 
mountain-plain wind systems for a) daytime 
circulations and b) nighttime circulations . 
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Air density perturbations resulting from the heat exchange with the 

underlying surface produce the buoyant accelerat ·ons which force the 

slope flow. The t ansition period for the reversal of the slope flow in 

the early morning and early evening is usually rapid, typically 

occurring 30-60 minutes after the reversal of the surface sensible heat 

flux (Defant, 1949; Ba ta, 1982; McNider and Pielke, 1984). Earlier 

work concentrated on t he nocturnal downslope flo~ reg i me because it is 

physically much easier to describe. However, more recent studies have 

yielded a great deal of information about upslope flow as well. 

The negative buoyancy in the surface layer over a cooled, inclined 

surface causes air in the layer to move down the fall line of the 

terrain. For the most part, the downslope flow layer is stably 

stratified and turbulence ·s weak, but continuous. However, the top and 

bottom of the flow layer remain highly turbulent. The weak overlying 

static stability and the shear at the top of the flow layer enable it 

entrain some oft ea bien~ air and thereby retard the flow. At the 

surface, the high shear continues to support th~ heat flux into the 

ground and maintain t e flow against turbulent "friction" at the top. 

Although downslope flows can extend over a large horizontal distance 

(Hootman and Blumen, 1984), they are weak and very shallow, usually less 

than 50 m deep with speeds less than 5 m/s (Atkinson, 1981). 

Consequently, the return or anti-downslope wine is difficult to discern 

from observations. Theoretically, steady state would be achieved if the 

rate of cooling at the surface is balanced by the rat e of warm air 

entrainment at the top. Probably one of the earliest models of steady 

state downslope flow was Prandtl's (1942) analytical expression for flow 

down an infinite slope. From given values of 5urface temperature 
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perturbation, slope and ambient stratification, the steady state 

downslope wind profile could be computed. The model assumed a constant 

eddy mixing coefficient, and was not formulated to deal with the time 

dependent nature of the flow during the transition period. 

Nevertheless, Defant found excellent agreement between observations of 

downslope winds taken on the sidewalls of the Inn Valley in Austria and 

predictions using Prandtl 's model. 

More sophisticated models include time dependent analyttcal and 

finite difference formulations which better describe both the emporal 

and spatial variation of observed downslope wind behavior. Mannins and 

Sawford (1979) used hydraulic theory to develop a non-linear, two-

dimensional model of downslope flow. Their results show that the depth 

of the downslope layer increases with distance down the slope and 

confirm that entrainment at the top is the dominant mechanism opposing 

the gravitational acceleration of the flow layer. Observations support 

both conclusions; Moll (1935) and Doran and Horst (1983) found thicker 

downslope layers farther down the slope and Fitzjarrald (1984) clearly 

demonstrated the effects of entrainment on retarding the downslope flow. 

Fleagle (1950) used a time dependent analytical equation set to model 

the observed oscillatory nature (Heywood, 1933) of downslope wind 

velocities in the first few hours after sunset. Based on his 
. 

calculations, Fleagle attributed this oscillation to an overshooting of 

the neutral buoyancy level by parcels in the slope flow as they move 

down the incline in a stably stratified environment; an analog to the 

harmonic oscillation of an underdamped mass-spring system. McNider 

(1982) qualified this explanation and demonstrated through scale 

analysis that this effect alone cannot account for the observed 
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behavior. Doran and Horst (1981) us.ed a hydraul ·c model similar to that 

of Mannins and Sawford to reproduce observed osc"llations with a period 

of 1 h. However, the non-linear and time dependent nature of the 

numerical solution make it difficult to determine a single mechanism 

causing the oscillation. Recently, more sophisticated turbulence 

closure and advection parameterizatio schemes have been applied to 

versions of Prandtl 's one-dimensional model and have produced realistic 

results based on a limited number of comparisons to observations (Rao 

and Snodgrass, 1981; Garrett, 1983). McNider and Pielke (1984) applied 

a three-dimensional mesoscale model to both the nocturnal slope and 

along-valley wind systems. They found agreement between the numerical 

results and theoretical slope flow calculations, including the 

appearance of a compensati g upslope layer above the surface based 

downslope wind. 

Daytime upslope layers are much ore difficult to describe 

theoretically. They first form in a shallow convective surface layer 

lying under the remnants o the nocturnal inversion present at sunrise. 

Unlike the negatively buoyant downslope flow, which is confined to the 

surface layer by gra·vity, daytime sensible heating of the air in the 

surface layer produces positive buoyant accelerations which tend to lift 

the parcels vertically away from the slope. Despite this, upslope winds 

are a persistent feat re of the diurnal boundary layer cycle over sloped 

terrain. Therefore, there must be a restraining force that confines the 

air to the slope layer. One possibi l ity is that the overlying stability 

from the previous night's inversion layer causes the air to lose its 

buoyancy a short distance above the slope and not rise any higher. This 

would especially be true in the first several ~ours after sunrise when 
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the boundary layer is still stably ~tratified and the surface layers 

over the slopes are shallow. Banta (1982) proposed an alternative 

mechanism whereby a hydrostatic pressure gradient directed horizontally 

presses the air against the slope. Davidson (1961) probably documented 

the best observed case of steady-state upslope flow with measurements 

showing both a well defined upslope wind layer with a compensating 

downslope wind above it. 

Because of the convective instability of upslope flows, they are 

highly turbulent and can extend much deeper than the nocturnal downslope 

flows found over the same topography, typically extending to heights of 

several hundred meters (Atkinson, 1981). As a result, numerical models 

of upslope flows are much more difficult to formulate. Interestingly, 

Defant (1949) applied Prandtl 's slope flow equations to the steady-state 

upslope flow over the same terrain as he used for the downslope 

calculations and found good agreement in the lowest 30 m. Above this 

level however, the model assumption of layered flow was not valid and 

the agreement became increasingly worse with altitude. Thyer (1966) and 

Orville (1964) used vorticity models to simulate the development of 

upslope winds generated by surface heating. Unfortunately, Thyer's 

simulations became computationally unstable after only two minutes of 

simulated time. However, they do yield qualitatively realistic results 
. 

showing an upslope wind above the surface under a weak return flow. 

Orville used a more computationally stable set of equations to obtain 

solutions for flow after more than an hour of simulated time. He was 

also able to produce an upslope flow layer but found that the 

compensating return flow was weak and diffuse. Gal-Chen and S01T1Tierville 

(1975a, b) used a system of anelastic primitive equations to simulate 
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the development of a convective upsl pe layer under the remnants of the 

nocturnal stable layer . Later, Bader and McKee (1983) modeled the early 

morning development of slope flows over valley sidewalls in the presence 

of a stable layer. Their si mulations reveal that the ups lope wind does 

not initially form as a continu ous f l ow over the length of the sidewall 

but rather develo ps in sections which connect later in the morning as 

the surface heati ng intensifies. By midday, when the stable layer is 

destroyed, a deep slope circulation is well devel oped with upslope wind 
' 

speeds near 5 m/s and weaker compensating winds above the upslope l ayer. 

However, no one to date has modeled the complete diurnal slope flow 

cycle encompassing both transition periods when the flow direction 

reverses. 

b. Hyd rostatic mounta i n thermal circulations. On a larger scale 

than the slope winds are the hydrostatic wind systems that form both the 

mountain-valley circulations, which run parallel to the valley axes, and 

the still larger mountain-plain circulation, which develops over entire 

mountain ranges and t heir adjacent lowlands. The valley wind systems 

result from the greater diurnal temperature range of the valley boundary 

layer than that of the boundary layer over the adjacent plain at the 

valley mouth. Te mountain-plain circulation similarly develops because 

of the larger di rnal temperature change of the mountain boundary layer 

than in the free air above the boundary layer over the surrounding 

lowland areas. Whereas the slope circulations reverse quickly after the 

surface heat flux reverses direction, the larger scale circulations 

usually require several hours to become establ ·shed. This is due to the 

longer time required to reverse the mesoscale temperature gradients than 

the relatively rap i d temperature transition in the shallow surface 
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layers over the slopes. Wagner (1938) realized that the slope flows 

were responsible for mixing the air heated or cooled over the terrain 

surfaces to form the deeper valley and mountain boundary layers. At 

night, the air cooled next to ground slides down the inclined surfaces 

of the mountain range and collects in the low lying basins and valleys 

to form cold air pools which typically extend to the height of the 

surrounding terrain. After sunrise, when the surf~ce sensible heat flux 

again becomes positive the nocturnal stable layers are destroyed by the 

redistribution of warm upslope air. 

Defant (1949) showed graphically this influence of the slope 

circulations in the development of the valley wind system int e classic 

diagram displayed in Figure 5. Although lacking in many of the details, 

this illustration is useful in understanding conceptually the effects of 

the slope wind system in the development of the along valley 

circulation. In this model, warming and cooling of the valley airmass 

is accomplished through cross-valley slope circulations. Of particular 

importance is the lag between the reversal of the slope circulations and 

the corresponding valley circulations in the early morning and early 

evening. In the same paper, Defant computed the time required o 

completely cycle the volume of air in a unit valley cross-section 

through the slope flows using Prandtl 's slope flow equations. He found 

good agreement between his model computations and the observed length of 

the valley transition periods of three to five hours. Since that time, 

observational studies by Davidson and Rao (1958, 1963), Whiteman and 

McKee (1977; Whiteman, 1980, 1982), Brehm and Freytag (1982) and others 

have all been concerned with understanding the valley boundary layer 

evolution through the diurnal cycle. The compensating return flow above 
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Figure 5. Schematic representation of the diur1al cycle of slope and 
valley winds (from Defant, 1949). 

(a) Air flow in the morning at sunrise. The upslope winds begin (white 
arrows). The mountain wind (black arrows) is st i ll present in the valley. 
The pressured op is in the down-valley direction. Temperature: valley is 
cold, plain is relatively warm. Changes in temperature (until situation 
shown in b): valley is becoming warmer, plain is becoming cooler. 

(b) Air flow in the forenoon (about 9 am). The upslope winds are strong. The 
system is in a state of transition from mountain -wind to valley wind. 
Pressure drop: zero. Temperature: equalized. Changes in temperature 
(until the situation shown inc): valley is rapidly becoming warmer, 
temperature over the plain is changi ng slightly. 

(c) Air flow from noon to early afternoon. The upslope winds are decreasing. 
The valley wind is fully developed. The pressure drop is in the up-valley 
direction. Temperature: valley is warm, plain is relatively cold. 
Changes in temperature (until the situation sho~n ind): essentially none. 

(d) Air flow in the late afternoon. The upslope winds have died out. The 
strength of the valley wind is about the sarne a5 inc. The valley wind 
extends to the sides of the slopes. The pressure drop is in the up-valley -
direction. Temperature: valley is warm, plain is relatively cold. 
Changes in temperature (until the situation shown in e): valley is slowly 
cooling. 
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(g) (h) 

Figure 5 continued. Schematic representation of the diurnal cycle of 
slope and valley winds (from Defant, 1949). 

(e) Air flow in the evening. The downslope winds are beginning. The valley 
wind is decreasing. The pressure drop is still in the up-valley direction. 
Temperature: it is slightly warmer in the valley than it is over the 
plain. Changes in temperature (until the situation shown inf): the 
valley i s cooling rapidly; the plain is cooling only slightly. 

(f) Air flow from late evening through the first half of the night. Downslope 
winds are present. The system is in a state of transition from va ley wind 
to mountain wind. Pressure drop : zero. Temperature (until the si tuation 
shown in g): valley continues to cool rapidly. 

(g) Air flow at night. Mountain wind is present along with the downsl ope 
winds. The pressure drop is in the down-valley direction. Temperature: 
valley is cold, plain is relatively warm. Changes in temperature (unt i l 
the situati on shown in h): valley is cooling; plain is cooling slightly 
but is warm relative to the valley. 

(h) Air flow from night until morning. The downslope winds have died out. The 
mountain wind extends to the sides of the slopes. The pressure drop is in 
the down-vall ey direction . Temperature: cold in the valley, warmer over 
the plain . Changes in temperature (until the situation shown in a): there 
are only slight changes in the valley and over the plain. 
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the valleys was observed an d documented by Buettner ad Thyer (1966) in 

an exhausti ve study of valley circulations in the Carbon River valley in 

Washington. They measured t he anti-winds for both the nocturnal dow n-

valley flow as well as the daytime up-valley floH. In both cases, they 

noted that the valley winds filled the valley to ridgetop and that the 

overlying return flows were weaker and occupied a layer about as thic k 

as the valley depth. In most cases however, the return flows are masked 

by the overlying mountain-plain or g adient wines. 

Mountain-plai n ci rculations are the largest of the terrain induced 

thermal wind fields. They flow over the smaller scale slope and valley 

winds, often maski ng t hem. Whiteman (1980) identified a daytime flow 

above the valley wind directed toward the main mountain barrier. It has 

long been suspected that the daytime toward-mou ntain winds are 

responsible for triggering he summer convective storms observed on the 

lee side of the Rocky Mountains (Dirks, 1969). Holzworth and Fisher 

(1979) documented climatologically the increased daytime boundary layer 

depth over mountainous locations compared to lowland stations. Raymond 

and Wilkening (1 981) observed a large mesoscale updraft region through 

such a deep boundary layer over a large mountain range. Banta (1984) 

also observed boundary layer evolution over moLntainous terrain which 

was conducive to storm initiation. This wind system is often difficult 

to discern from the overlying gradient wind field at night when the 

boundary layer shrinks and the cold surface layer ai r tends to collect 

in the low lying valleys and basin. However, Barr and Clements (1981) 

reported on obser vations showing a deep nocturnal circulation above the 

local valleys in the region under study in the present investigation. 
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Theoretical studies of the larger scale mountain wind systems have 

included both analytical and numerical model calculations. Gleeson 

(1953) formulated an analytical model of cross-valley winds, but his 

results yielded no quantitative information. Thyer (1966) attempted to 

solve numerically the Boussinesq equations for valley flow, but his 

solutions became numerically unstable after only 120 s of integrated 

time. However, his model results do show the appearance of both valley 

and slope winds as were described earlier. Egger (1981) used a simple 

numerical model to obtain theoretically consistent slope and valley 

circulations. McNider and Pielke (1984) used a hydrostatic model to 

simulate the formation of the nocturnal slope and valley wind systems, 

however they were unable to produce the strong inversions observed by 

Whiteman (1981). This. was most probably due to the difficulty in 

formulating a turbulence parameterization which works well in nocturnal 

stable layers, a problem shared by most mesoscale models. Bader and 

McKee (1983, 1985) used a non-hydrostatic boundary layer model developed 

by Tripoli and Cotton (1982) to realistically simulate the cross-valley 

evolution of the daytime valley boundary layer structure. Extension of 

the model to include along-valley structure revealed the nature of the 

interactions of the along-valley and cross-valley wind systems during 

the morning transition period (Bader et al., 1983). 

2. Non-ideal circulations in mountainous terrain 

Unfortunately, most flows observed in complex terrain settings do 

not follow the conceptual framework encompassing the basic thermal 

circulations. For example, Start et al. (1975) observed that even the 

well developed nocturnal down-valley wind was not stationary, because it 

contained a core "jet" that meandered from side to side as it moved down 
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the valley axis. However, extensions of this theory can help explain 

many of the observed characteristics if consideration is given to the 

dynamic and thermal interactions oft ese wind systems with gradient 

flow. Recent imp ovements in both numerical and physical modeling 

capability have significantly enlarged the types of the problems for 

which a theoretical understanding can be gained. These include 

decoupled wind systems, fl w over no -ideal topJgraphy, blocking of 

stratified flows and particularly, the complex nature of the circulation 

systems during the morning and evening transition periods. 

Flow interactions and decoupling have been the object of several 

investigations. Tang (1976) used an analytical model to describe both 

daytime and nighttime ste2dy-state cross-valley wind structures in the 

presence of an ambient wind blowing across the valley. His results show 

the development of separated flow regions on the slope where the thermal 

circulation tends to oppose the ambient flow (windward slope for 

downslope winds, lee slope for upslope winds). Doran and Horst (1983) 

reported on observations showing the existence of a drainage flow down a 

two-dimensional hill which was decoupled from the overlying flow. 

Yamada (1983) successfully simulated the development of the observed 

structure using a hydrostatic primitive equation model containing a 

higher order turbulence closure. The complex nature of winds found near 

the confluence of several separate nocturnal drainage flows has been 

studied by several investigators involved in the U.S. Department of 

Energy's ASCOT program (see Dickerson and Gudiksen, 1981). Recent 

investigations by Whiteman (1982) and Banta and Cotton (1981; Banta, 

1984) reveal the coexi stence of several decoupled wind systems separated 

by stable layers in complex terrain settings. These multiple wind 
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systems become turbulently coupled with the overlying gradient level 

winds once the stable layer is destroyed near midday, but not before 

they have a significant impact upon the boundary layer evolution. In 

the former case, the complex structure of the evolving daytime boundary 

layer within a mountain valley has serious air pollution dispersion 

consequences (Whiteman et al., 1984). In the latter case, the decoupled 

flow systems appear to be a necessary condition leading to convective 

storm development later in the day. Prognostic model simulations of 

both situations using a non-hydrostatic primitive equation model 

(Tripoli and Cotton, 1982) have been very useful in the interpretation 

of the observational data (Banta, 1982; Bader and McKee, 1985). Arritt 

and Pielke (1984) used a hydrostatic _model (McNider and Pielke, 1984) to 

examine the effects of ambient flow across a valley top on the evolution 

of the nocturnal slope and valley flow. Their results also show that 

local cooling produces surface based slope flows opposing the overlying 

wind. Wind tunnel studies of even more complicated flow situations 

beyond the capability of numerical models, including thermal effects, 

are reviewed by Cermak (1984). 

Bell and Thompson (1980) used both a numerical model and a physical 

model to investigate the ability of the synoptic wind to dynamically 

sweep out the stable air mass in a valley. In their simulations, the 

lapse rate both within and over the valley is the same and there is 

effectively no surface heat or momentum exchange. Based upon potential 

flow theory, their results show that dynamic interaction of the in-

valley and over-valley air is characterized by the internal Froude 

number, 
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(6) 

where N is the Br nt-Vaisal l a frequency, his the valley depth and u is 

the free stream cross-vall ey wind speed above t he valley. Fr is a rat io 

of the inertial and bLoyant forces in the flow. At ow values, the 

buoyant forces domi nate and the air in the valley re ains stagnant. 

Above a critical value of Fr, Frc, the stable air mass is dynamically 

swept out by the wind above the val ey as the inert ia in the flow 

overcomes the static stability in the valley. From the results of both 

physical and numerica l. experiments, they determined a value of Fr = 
C 

1.4. Since the f low in the models used was in viscid and predominantly 

non-turbulent, these resu ts are no longer val ~d as N becomes very small 

and turbulence becomes important. It also appears that non-linear wave 

instability was the primary mechanism allowing the flow to penetrate the 

valley and sweep out the ai r . 

Another type of separated flow phenomenon occurs upwind of large 

barriers when the boundary layer is stably stratif i ed. Again, Fr values 

are coITTTionly used to describe the f l ow where u is t e speed of the 

barrier normal wind far upstream and his the barrier height. In this 

case, Frc is defined as the value of Fr above which all flow passes over 

the barr ier and below which some of the flow is blocked and separated 

from the main streamflow. The value of Fr is weakly dependent on 
C 

barri er geometry but is on the order of unity (Baines, 1984). Using 

idealized topography, Long (1955) determined Frc to be 1/~ in both 

analytical and laboratory models of stratified flow. Kityabashi (1977) 

found Frc to be 2.3 in wind tunnel experiments, but used a slightly 

different definition of Fr which was based on surface flow properties. 

Kao (1965) introduced the concept of a dividing streamline for blocked 
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flow (Figure 6) which separates the stagnant region from the over-

barrier flow. Hunt and Snyder (1980) defined the height of the dividing 

streamline, h , as 
C 

h = h (1 - Fr) 
C 

( 7) 

This definition implicitly assumes a Fr value of 1. Tank studies by 
C 

Lee et al. (1984) appear to verify this relation. McNider and Arritt 

(1984) caution against strict application of (7) in instances where the 

interaction of the nocturnal slope flow with the approaching wind may be 

important. 

The complexities of flow in mountainous terrain are vast and, for 

the most part, not well understood except in the ideal and nearly ideal 

situations just described. However, progress is being made in gaining 

an understanding of a broader range of atmospheric problems in complex 

terrain regions by integrating results from previous studies with new 

investigative programs, of which this paper is one small part. A number 

of problems still need to be addressed as work proceeds to fill the 

large gap that still exists between what is known and what is yet to be 

learned. These include the effects of flow interaction on the different 

scales of motion, the effects atmospheric radiative transfer and surface 

energy relationships among others. The purpose of the present 

investigation is to examine the dry dynamical processes contributing to 

the development of a mesoscale boundary layer overlying the local scale 

slope and valley circulations. 
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CHAPTER III. 

OBSERVATIONS OF MESOSCALE BOUNDARY LAYER STRUCTURE 

Several different types of meteorological data were collected on 

two occasions when the evolution of the mesoscale boundary layer was 

observed. The principal data sets were vertical soundings of pressure, 

temperature and wind from several stations in the area shown in Fig. 7. 

This region in northwestern Colorado could be the site of extensive 

future development because it contains nearly all of the recoverable 

shale oil found in the state. As can be seen, the terrain generally 

slopes upward toward the east before encountering the high barriers 

shown by the shaded regions (elevations above 9000 ft MSL}. Three major 

river systems pass through this part of the state. To the south, the 

Colorado River runs through a gap in the high terrain as it enters the 

area. Running through the region depicted in the center of the map is 

the White River and its tributaries which have their headwaters in the 

elevated barrier to the east. Farther north, the Yampa River drains a 

wide basin in the corner of the state before merging with the Green 

River near the Utah border. The primary region of interest in this 

study lies between the Colorado and White Rivers and west of the high 

barriers. The topography in this area consists of many narrow and deep 

creek and river valleys embedded in a high, gently sloping land mass 

known as the Roan Plateau. 

Two separate field exper,ments were undertaken to identify the 

mesoscale circulations and examine the seasonal boundary layer 
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Figure 7. Map of study region in northwest Colorado. 
Contour interval is 2000 ft MSL and crossed-
hatched areas represent topography higher 
than 9000 ft MSL. 
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variability between summer and winter. The first observational period, 

ASCOT 82, corrnnenced on the evening of 30 July 1982 and continued through 

the following morning. During this time, deep vertical soundings were 

taken to levels above 500 mb in conjunction with a cooperative study of 

local wind systems in the Brush Creek Valley undertaken by the 

Department of Energy's ASCOT program. The second observational period, 

. CSU 84, started on the afternoon of 20 January 1984 and continued 

through the following morning as well. For this experiment, periodic 

deep vertical soundings were taken simultaneously from three sites; one 

located at Rifle, a second located near oil shale tract Ca and a third 

placed upstream from Meeker at a resort on the White River. Wind data 

above 1 km AGL collected with an experimental microwave wind profiler 

located at Craig were also available for this period. The exact 

location of the sounding stations for both periods are shown by the X 

marks in Fig. 7. Additionally, upper air soundings collected by the 

National Weather Service (NWS} rawinsonde station at Grand Junction 

(GJT} were used to supplement data collected during both field 

exercises. 

A. Data Collection and Reduction Procedures 

The deep vertical soundings were taken with free balloon-borne 

sondes (Airsondes®} 1 instrumented to measure absolute pressure, 

temperature and, in the case of the first experiment, wet bulb 

temperature. The pressure sensor was an electronic aneroid barometer 

accurate to 1 mb absolute pressure. Both wet bulb and dry bulb 

measurements were made with electronic thermisters accurate to 0.5°C 

1 Airsonde is a trademark of AIR, Inc., Boulder, CO. 
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over the range observed in both fieTd programs. The information was 

relayed to a portable ground receiver by a smal - FM transmitter carried 

in the instrument package at a rate of 11 data scans per minute. 

Initial processing was performed in the field by a microprocessor 

1 ocated in the ground station. Data were recorded by the microprocessor 

onto an audio cassette t ape as well as printed in real-time on a 

printing calculator. Prior to launch, each pac<age was checked against 
-surface pressure and temperature refe ences in order to establish an 

absolute baseline. The sondes were carried aloft by standard 30 g pilot 

balloons overinflated to give an ascent rate of 0.2 m s-1. When 

possible, a single meteorological theodolite was used to optically track 

each sonde with measurements accura e to 0.1 degrees being recorded at 

30 s intervals. As part of the local wind study in the Brush Creek 

Valley, high resolution vertical profiles of wind and temperature below 

the valley ridgetop (z < 650 m AGL) were also collected during the ASCOT 

82 experiment with a tethered balloon sounding instrument package which 

utilizes the same ground station described previously. The temperature 

sensors in this system are very similar to those in the upper-air sondes 

and pressure measurements were accurate to 0.1 mb. Additionally, the 

tethered system is capable of wind measurements accurate to 0.2 m s-l in 

speed and 5 degrees in di ection. More detail s about the tethered 

balloon system are available in Whiteman (1980). 

Baseline air tempera tu res were measured with high resolution 

mercury thermometers and wet bulb temperatures were measured with an 

Assman psychrometer. For the ASCOT 82 experi~nt and for the Ca and 

Meeker sites in the CSU 84 experiment, surface pressure was measured 

with high resolution aneroid microbarometers. All three sites during 



38 

t he CSU 84 experiment were equipped ·with recording microbaro graphs 

accurate to 0.5 mb. All pressure instruments were referenced to a 

mercurial barometer both before and after each exp eriment to check th eir 

performance. Data reduction was simple and straightforward. 

Temperature and pressure measurements were corrected according to 

baseline references. The corrected sounding data were then integrated 

hydrostatically to yi eld height profiles of temperature, pressure, 

potential temperature and, in cases when wet-bulb sondes were used, 

relative humidity. Wind _computations were made by correlating 

theodolite readings with sonde elevations. The resulting profiles were 

then subjectively analyzed to eliminate obviously bad data. 

B. ASCOT 82 Experiment 

1. Synoptic weather conditions 

The ASCOT 82 experiment occurred during a period of climatically 

typical late summer weather in western Colorado. A prevailing 

southwesterly synopti c flow, corrrnonly called the southwest monsoon, 

brought moist ~ir from the Pacific Ocean into the inter-mountain region 

of the western U.S. As a result, afternoon and evening convective 

storms appeared frequently in areas west of the high mountain barriers. 

However, a break in the convective activity during the period between 

29- 31 July permitted the execution of the first observational 

experiment. Figures 8-10 show the Nati onal Meteorological Center (NMC) 

upper-ai r synoptic analyses for 1200 GMT (LST + 7 h), 30 July ; 0000 GMT, 

31 July ; and 1200 GMT, 31 July. The NMC surface analyses are not used 

for two reasons. First, the entire study region lies near or above the 

850 mb level. Moreover, the adjustment that is used to reduce observed 
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NMC a alysis for 0000 GMT on 31 July 1982 
for 700 mb. 
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NMC analysis for 0000 GMT on 31 July 1982 
for 850 mb. 
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Figure 10b. NMC analysis for 1200 GMT on 31 July 1982 
for 700 mb. 
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NMC analysis for 1200 GMT on 31 July 1982 
for 850 mb. 
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station pres sures to sea-level equivalent values can lead to fi cticious 

synoptic surface weather features on analyzed maps. Unfortunately, the 

density of the NWS rawinsonde stations does not provide the hi gh 

resolution afforded by the surface data network, but this is not a great 

problem for this period when synoptic-scale forcing was weak. As can be 

seen, the southwest was dominated by a large subtropical high-pressure 

band with nearly stationary geopotential and temperature fi el ds. At the 

GJT station, the 24 h observed temperature changes were l °C or l ess at 

all three levels with height rises of 30 mat 700 mb and 40 mat 500 mb 

mostly resulting from the deep boundary layer heating during the day. 

The synoptic winds as well as geopotential height and temperature 

gradients were weak, making the situation nearly ideal for observations 

of local and mesoscale thermal circulations. 

Figure 11 displays the GJT 0000 GMT rawinsonde data for 31 July, 

which was launched near 1600 LST on the afternoon of 30 July (rawinsonde 

launch times at GJT precede the actual synoptic reporting t i me by 1 h). 

The Grand Junction NWS weather station is located in the Colorado River 

Valley slightly northeast of the city at the Grand _Junction airport. 

Station elevation is 1472 m MSL (4830 ft MSL), which is approximately 

500 m lower than the tops of the nearby valley sidewalls. As a result, 

the GJT sounding data below 500 m AGL is often very strongly influenced 

by the local wind and thermal structure produced within the river 

valley, which may show little resemblance to the larger mesoscale and 

synoptic scale structures above the surrounding ridgetops. The sounding 

shows the existence of a very deep, surface based convective boundary 

layer (CBL) with potential temperatures of 318-319 K. From the coarse 

resolution rawinsonde data, the capping inversion at the top the CBL is 
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not apparent. However, the coincidence of an inflection in the 

potential temperature profile with the elevation of the relative 

humidity maximum would locate the top of the CBL at 2800 m AGL. Win ds 

are light and westerly up to 1200 m AGL before increasing in speed as 

they develop a northerly component with height. Above the inferred top 

of the CBL, the winds exhibit a predominantly northerly direction, 

showing a distinct directional shear across the mixed layer top, an 

observation consistent with ideal boundary layer behavior. 

Contrasted with the 0000 GMT sounding is the 1200 GMT sounding 

taken 12 h later (Fig. 12). During the night, a distinct two layer 

structure has replaced the well-mixed CBL present the previous 

afternoon. The lower layer extends to 1000 m AGL and has a nearly 

uniform potential temperature lapse rate of 3.0 K km-1• It is topped by 

a thin, nearly isothermal region which separates it from an adiabatic 

layer that extends to 2000 m AGL. Another isothermal transition region, 

possibly the remnants of the capping inversion from the previous day, 

lies between 2000 and 2300 m AGL and separates the adiabatic layer from 

the free air above it. All levels below 2300 m also exhibit some degree 

of cooling from the 0000 GMT sounding, showing significant effects at 

levels well above what is consistent with typical nocturnal boundary 

layer (NBL) behavior. The east-northeast winds in the very lowest part 

of the sounding are the local down-valley flows. However, the east 

winds between 600 and 1200 m AGL are not associated with the valley 

circulation and appear to be part of the larger scale mountain-plain 

circulation formed in response to the cooling of the elevated land to 

the east. Unfortunately, only two data points were available in the 

overlying layer, but they display a transition from the easterly 
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direction found in the lower layer to northwest winds in the free air at 

higher elevations. 

2. ASCOT 82 observations 

The ASCOT 82 observational site was located in the Brush Creek 

Valley approximately 2.5 km upstream from the confluence of Brush and 

Roan Creeks. Cut into the southern edge of the Roan Plateau, this 

valley is nearly geometrically ideal with smooth, uniformly sloping 

sidewalls along its entire length. With the exception of several small -

side canyons, the valley floor width linearly decreases with distance 

from the confluence and lies 650 m below ridgetop at the observational 

site; elevation was 1783 m MSL (5850 ft MSL), 311 m above GJT. Table 1 

lists information about each sounding taken during the observation 

period which lasted from 1700 LST on 30 July to 0900 LST on 31 July. 

Figure 13 shows the 1900 LST upper-air sounding taken near the 

start of the experiment. Although local sunset was not until about 

1930 LST, the valley floor was shaded and surface cooling had formed a 

very shallow inversion layer under the deep, well mixed CBL extending to 

2400 m AGL. CBL temperatures were between 317 and 318 K, which are 

slightly cooler than the 318-319 K range seen in the GJT 0000 GMT 

sounding. This difference appears to be real, as the deviations from 

the GJT potential temperatures at elevations above the inversion layer 

range from 0.1-1.2 K warmer, revealing the mesoscale influence of 

differential boundary layer heating. The high resolution airsonde 

sounding does reveal a well defined 2 K capping potential temperature 

inversion 2400 m AGL, which clearly marks the top of the CBL. Based on 

this observation, the inferred elevation of the CBL top estimated from 

the GJT sounding appears to be correct. However, the winds observed in 
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Table 1. 

Times of ASCOT 82 Soundings 

Sounding Time Sounding Type Release Time 

1800 LST Tethersonde 1756 LST 

1900 LST Airsonde 1842 LST 

2000 LST Tethersonde 2.011 LST 

2100 LST Tethersonde 2.059 LST 

2200 LST Tethersonde 2159 LST 

2300 LST Airsonde 2.251 LST 

0000 LST Tethersonde 0001 LST 

0100 LST Tethersonde 0057 LST 

0200 LST Tether son de 0155 LST 

0300 LST Tethersnde 0303 LST 

0400 LST Airsonde 0353 LST 

0500 LST Tethersonde 0500 LST 

0600 LST Tethersonde 0556 LST 

0700 LST Tethersonde 0656 LST 

0800 LST Airsonde 0801 LST 

0900 LST Tethersonde 0904 LST 
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this sou nding d"ffer grea tly from t he GJT win d prof.le. Whereas the GJ T 

winds in the lower CBL were predominantly westerly with speeds less t han 

5 m s-1, winds ·n the same layer over the Bru5h Creek site were 

northeasterly w·th speeds of 5-10 m s-1. Near the top of the CBL the 

winds rotated smoothly to a northwest directi on, as was found in t he GJT 

profile . Across the inversion laye, the win es abruptly shifted to 

north, similar to the GJT observations. The appearance of the northeast 

wind component s consistent with the ageostrcphic effect produced by 

the dif f erences in observed CBL temperatures between Brush Creek and 

GJT. Another possibility is that the observec winds could be the result 

of dynamic interactions between the nearby te r rain and the mixed layer 

wind field, but this can ot be fully determined without more data~ The 

west winds above GJT are more easily explainec as part of the dajti me 

mountain - plain circulati n forced by the elevated terra i n of Grand Mesa 

to the east of Grand Junction. 

The airsonde soundi ng taken at 2300 LST reveals that a 1000 m deep 

stable l ayer has formed nder the neutral layer remaining from the 

daytime CBL (Figure 4). A surface based inversion layer extends to 

300 m and is topped by a nearly isothermal layer that extends to the 

val l ey ridgetops at 600 AGL. In the transition layer between 

600 m AGL and 1000 m AGL, the air has cooled 0-2°C in the 4 h from the 

previous sounding, a change to large to be attributed to clear air 

radiational cooling. Below ridgetop, the winds were blowing primarily 

down - val ley. Above t his level , however, wind data were not available 

below 2000 m AGL due to the difficulties encountered in tracking the 

balloons at night. Winds intnediately below the top of the mixed layer 

were sti l l nort easterly and they shifted to norther ly above the 
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inversion, as was otserved in the pre vious soJ ndin g. At this ti me , the 

l eve l of the cappin g inv ersion is 100 m lower than it was at 1900 LST 

and it was slightly more diffuse. 

Figure 15 shows t he 0400 LST ai rsonde measurements taken 5 h later. 

The isothermal layer extends above t he surface inversion to ridgetop, 

much like the structure seen in the 2300 LST profile. However, the 

400 m deep transition layer evident previousl~ has disappeared and the 

top of the mixed ayer has descended to 2000 n AGL, 400 lower than its 

level at 1900 LST. Approx imately 30 m of the descent can be attributed 

to diabatic compression with the remainder resulting from adiabatic 

subsidence. Wind data below 1800 m AGL were sparse due to the same 

difficu l ties mentioned before, but winds above this level show a shift 

to a northwest orientation from the northeast direc ion observed in the 

earlier soundings. The descent of the mixed layer t op is consistent 

with the GJT 0400 LST sounding data which were collected simultaneously 

with the airsonde measurements. This subsiderce appears to be the part 

of the mesoscale nocturnal mountain -pl ain circulation in the absence of 

any larger scale barocli ic forcing. Neff (1S83) believed similar 

effects could be produced in a single profile by a large scale gravity 

wave. This explanati on, though possible, is discounted for severa l 

reasons . First, the near neutral st ability both above and below the 

mixed layer top would not favor propagation of such a large amplitude 

disturbance. Second , the onset of the subside11ce occurred before 

2300 LST as evi denced by the 100 m descent of the mixed layer top at 

that time . Last , the descent was observed at both GJT and Brush Creek, 

an un l ike ly coincidence in the case of a gravity wave. Observations 

taken duri ng the Dischma Valley Exper iment (see Wh i teman and Dreisetel, 
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1984) show a similar subsi dence through the night above an alpine valley 

in Switzerland (Whiteman, 1985). 

Local sunrise on 31 July was a few minuU:s be ore 0600 LST. 

Figure 16 shows the airsonde sound · g taken at 0800 LST in which light, 

up-valley (southeast) winds have ap peared in the valley, although the 
-1 speeds were less than 2.0 ms . Winds between ridgetop and 1400 m AGL 

were l igh t from the south-southeast before shifting abruptly to 

northwesterly above this level. Th eir appea,ance coincides with the 

1-2°C cooling and resulting stabi lization of the layer between ridgetop 

and 1800 m AGL. The stable region remaining from the capping inversion 

has risen to 2200 m AGL, showing a reversal in the subsidence observed 

throughout the night. Since it is still to early for the onset of 

lifting associated with the reversal of the roountain-plain circulation 

to occur, another factor must be the cause of the observed rise. The 

development of the westerly geostro hie wind component could be 

responsible, since a west wfnd wou ld force convergence on the upwind 

side of the high terrain. This effect has been simulated in model 

experiments to be presented in a ater chapter. The southerly winds 

above ridgetop were most probably t e remnants of a nocturnal 

circulation induced by the large el evated terrain region to the south of 

the observational si te. 

Figure 17 disp ays the tethered balloon soundings taken at 

2200 LST, 0300 LST, 0600 LST, 0700 LST and 0900 LST in the Brush Creek 

Valley . The first sounding shows the fully developed nocturnal 

structure typically observed in the Brush Cre€k Valley. The surface 

based i nversion extends to 150 m AGL and underlies a deeper, quasi-

isothermal layer. Strong down-va ll ey (northwest) winds appear in the 
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inversion layer with a maximum of 7.5 ms-lat 80 m AGL. Speeds · 

decrease steadily with height to near 5.0 ms-lat 200 m AGL, then 

abruptly weaken to less than 2.0 m s-l while retaining the down-valley 

orientation above this level. By 0300 LST, the surface based valley 

inversion layer has deepened to 230 m AGL. While the maximum wind speed 

has decreased tb 6.2 m s-l, the wind profile through the inversion layer 

has much less shear and generally higher speeds than was observed 

earlier. Wind speeds rise sharply from less than 1.0 m s-l near the 

surface to above 4.0 ms-lat 78 m AGL then increase more gradually to 

the maximum at 200 m AGL. Above this level, the speeds drop off slowly 

with height to values near 2.0 ms-lat the top of the sounding at 

450 m AGL. 

At 0600 LST, the surface inversion is 200 m deep and the winds in 

the valley have weakened considerably since 0300 LST. Below 50 m AGL, 

wind speeds are less than 1.0 m s-1• Winds between 50 m AGL and 

200 m AGL are down valley and gradually increase in speed with height, 

reaching a maximum of 3.6 m s-l near the top of the inversion layer. As 

before, an isothermal layer fills the valley to ridgetop and contains 

down-valley winds with speeds generally below 0.5 m s-1• Near the top 

of the sounding, winds are lighter still and the direction shifts 

slightly from northwest to north. By 0700 LST, the surface had warmed 

2.5°C, showing that the morning transition period had already begun. 

The surfaced based inversion layer was weakened but still intact and 

extended to 250 m AGL. The overlying isothermal layer still filled the 

valley to ridgetop and winds through the depth of the sounding were 

light and variable. The last tethered balloon sounding showed that by 

. 0900 LST, the morning transition was complete in the valley. A 
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neutra ll y stratifi ed layer extended . through the valley depth and the 

winds were predominantly up-valley in the lowest 500 m before rotating 

sl i ght ly to south near ri dgetop. 

3. Analysis of observations 

Fi gure 18 illustrates the evolution of the mesoscale boundary layer 

thermal structure as deduced from the series of airsonde soundings 

launched from the Brush Creek site. The contoured fields are dev i ations 

of the airsonde observat ions of potential tenperature from the 0000 GMT 

GJT rawinsonde values and show the evolution of the mesoscale boundary 

layer thermal structure. At 1900 LST, the CBL temperatures were 

slightly cooler than the GJT values. Above the inversion at 4100 m MSL 

(2400 m AGL), the situation reversed and the Brush Creek values were 

1- 2 K warmer. This contrast helps locate the mixed layer top in this 

cross-section, although the profiles presented before give better 

definition. By 2300 LST, the va l ley layer has cooled significantly as 

would be expected, but a 300 m deep layer aoove ridgetop (ridgetop 

elevation is marked by the broken line at 2500 m MSL) has had potential 

temperature losses greater than K as well. The appearance of the cold 

layer between 3500 and 4000 m MSL does not appear to be connected to the 

surface and is probably a transie t mesoscale phenomenon. The descent 

of the mixed ayer is clearly evi dent in the subsequent soundings as is 

the attainmen of a quasi - steady, slowly developing mesoscale nocturnal 

boundary layer extending 500-600 m above ridgetop. A 1.5-2.0 K increase 

between 4000 m MSL and 5000 m MSL can be seen to have occurred late at 

night because of the warm air advection abo•,e the boundary layer. Below 

the mixed layer top, however, the atmosphere did not show any warming 

and a cooling through all levels is apparent in the later soundings. 
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The descent of the mixed layer top ceases simultaneously with the advent 

of the warming and a slight increase in the capping inversion elevation 

is evident in the mcrning sounding. The warm air advection does imply a 

weak synoptic scale disturbance not apparent on the NMC analyses which 

could be responsible for the late night geostrophic wind shift from 

northeast to ncrthwest. 

The evolution of the valley wind and thermal structure is re l ated 

to the NBL development occurring simultaneously over the surroundi ng 

ridges of the Roan ° lateau. Even before sunset, the valley started to 

cool and a shallow inversion devel oped. By 2200 LST, 2.5 h after 

sunset, the nocturnal stable layer and down-valley wind was well 

established in the valley as the layer above ridgetop had also cooled 

and stabilized slightly through a deep layer. By 0400 LST, the valley 

winds had strengthened and deepe ed as a noticeable subsidence of the 

mesoscale boundary layer was observed. As hypothesized previously, this 

could be the escending branch of the mountain-plain circulation as mass 

is lost to feed bo t h the valley winds in the area and the larger scale 

terrain induced thermal circulations of the mesoscale nocturnal boundary 

layer itself. Before sunrise, however, a s~ift occurred in the 

geostrophic wind and 1 "fting replaced the subsidence documented earlier. 

At the same time, the va l ley winds weakened dramatically before the 

start of the morning t r ansition shortly after sunrise. Even 1 h after 

sunrise, the mesoscale boundary layer still exhibited its nocturnal 

structure with a 600 m deep stable layer co ntaining thermal winds which 

opposed the prevailing synoptic scale winds. This observed nocturnal 

boundary layer is very different from ones observed over the plains. 

Over the plains, t he NBL is typically very stable and less than 200 m 



66 

dee p with only a 50-100 m deep overlying transition l ayer to separate it 

f rom the free air. In the case just presented, the boundary l ayer 

extends 500-600 m above th e pl ateau and forms as a result of the 

influence of the mountainous terrain in the area. 

C. CSU 84 Experiment 

1 . Syn~ptic weather conditions 

In sharp contrast to the weak synoptic scale flow pattern observed 

in the ASCOT 82 exper iment , the conditions during the CSU 84 winter 

experiment showed a moderately strong upper-level synoptic flow field , 

Figures 19-21 show the NMC upper-air analyses for 1200 GMT, 20 January; 

0000 GMT, 21 January; and 1200 GMT 21 January which encompasses the 

period before and during the observational experiment. As can be seen, 

northwest Colorado is slightly to the anti-cyclonic side of the primary 

polar jet axis with a strong northwest geostrophic flow. At 1200 GMT 

(0700 LST) on 20 January, an upper atmospheric short wave had already 

passed the study region and was located over the high plains east of the 

mountains. Warm air advection continued throughout the day, resulting 

in 12 h observed height rises over GJT of 30 mat 700 mb and 80 mat 

500 mb . At 0000 GMT, 1 h after the start of the observational period, 

the upper level synopti c pattern appeared to be nearly stationary and 

barotropic, the conditions necessary for the observation of boundary 

layer evolution . However, a weak disturbance marked by the perturbation 

in the temperat ure field at 500 mb appears to be passing slightly to the 

north of the study region . The pattern changes little by 1200 GMT on 

the following morning with a slight shift of the winds to a more 

westerly direction from the northwest orientation of the previous 

afternoon . 
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Figure 19a . NMC analysis for 120( GMT on 20 January 1984 
for 500 mb. 
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Figure 19b. NMC analysis for 1200 GMT on 20 January 1984 
for 700 mb. 
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Figure 19c. NC analysis for 1200 GMT on 20 January 1984 
for 850 mb. 
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NMC analysis for 0000 on 21 January 1984 
for 500 mb. 
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Figure 21 a . NMC analysis for 1200 GMT on 21 January 1984 
for 500 mb. 
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Figure 21b. NMC analysis for 1200 GMT on 21 January 1984 
for 700 mb . 
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~MC analysis for 1200 GMT on 21 January 1984 
for 850 mb. 
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Figure 22 shows the 21 January ·oooo GMT observations from the GJT 

rawinsonde launched near 1600 LST on 20 January. The entire profile is 

stable and there is no evidence of a well mixed CBL as was observed in 

the summer experiment. The entire northwest portion of the state had 

received a large amount of snow 5 days before from a major winter storm 

that crossed the Rocky Mountains. Temperatures since the storm had 

remained cold enough to prevent any substantial amount of melting to 

occur and 9 in (23 cm) of snow was still on the ground at GJT. The high 

surface albedo inhibited the daytime boundary layer development, 

resulting in the deep stable profile with the only deviation being a 

20 m deep unstable layer immediately above the surface. A 2.0°C 

inversion layer fills the river valley and is topped by a weakly stable 

region between 500 m AGL and 1400 m AGL, which resulted from the limited 

boundary layer heating that occurred throughout the day. This layer is 

capped by very strong 300 m deep inversion layer which separates the 

weakly stable air from the free atmosphere above it. Winds below 

1000 m AGL are very light and of variable direction, except for the up-

valley (northwest) wind at the surface. Near 1000 m AGL, a 3.4 m s-l 

south wind is observed and the speeds steadily increase with height 

above this level. The direction rotates to northwest above the 

inversion, and speeds reach 15.0 ms-lat 4000 m AGL. Humidities are 

not shown in the soundings from this experiment because the air was so 

cold that it could not hold much water substance. Dew-point depressions 

were greater than 9.0°C through the depth of the sounding, verifying 

that air was indeed very dry. Additionally, the airsonde observations 

during this field experiment did not include wet-bulb measurements 

because the sub-freezing -temperatures cause the thermistor reservoir to 
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freeze and render it useless. Local· sunset was a few minutes after 

1700 LST and surface observations at GJT showed that the sky remained 

clear through the night. 

The 1200 GMT sounding from GJT is shown for comparison in Figure 

23. A multip l e l ayer structure has formed in the lowest 1500 m of the 

sounding and the free atmosphere has warmed 3°C at all levels, showing 

warm air advection not evident on the NMC analyses. A 10°c, 250 m 

surface inversion is present in the lower valley and is surmounted by a 

400 m deep weakly stable layer that extends above ridgetop. A second 

inversion layer lies between 650 m AGL and 900 m AGL and is topped by a 

300 m deep isothermal region, which is separated from the free 

atmosphere by still another, thin inversion layer at 1200 m AGL. Winds 

in the valley exhibited typical down-valley {southeast) behavior. Above 

ridgetop, winds were south to southeast with speeds between 5.0 m s-l 

and 7.0 m s-l before changing to southwest above 1500 m AGL. In the 

free atmosphere above this level, the winds rotated smoothly with height 

to a northwest direction with speeds near 10.0 m s- 1 at 3000 m AGL 

increasing steadily to 15 .0 m s-1 at 4000 m AGL, very similar to the 

values observed the previous afternoon. This veering of the upper level 

winds with height is consistent with the 3°C advective warming observed 

in the temperature profiles. Also, an elevated layer between 4800 m AGL 

and 5800 m AGL had dew-point depressions less than 6°C from temperatures 

which ranged between -25°C and - 30°C. The upper-level wind data from 

the remote profiler near Craig shows a similar pattern of the winds 

above 3000 m MSL (1530 m AGL at GJT) throughout the night. Winds were 

predominantly northwesterly at the start of the observational period and 

backed slightly to a more westerly orientation by the following morning. 
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Speeds were comparable to those recorded by the GJT rawinsonde at all 

levels for which data are available. 

2. CSU 84 observations 

Table 2 lists pertinent information about the airsonde soundings 

taken at each of the three sites during the observational period. 

Soundings were taken every two ~ours starting at 1600 LST on 20 January 

and continuing through 1000 LST on the morning of 21 January, except for 

a break period between 2300 LST and 0600 LST durin~ which no soundings 

were made. It was thought that the NBL would be fully developed before 

the break and that little change would occur before the start of the 

morning transition period after sunrise around 0720 LST. Sky cover 

rema~ned clear prior to the break at all three sites, but high thin 

clouds were present over part of the study region by the resumption of 

data collection at 0600 LST. These clouds slowly spread and thickened 

throughout the morning and produced nearly overcast skies at all sites 

by the conclusion of the observational period at 1100 LST. The cloud 

layer appeared first over the high terrain east of the Ca site and could 

be the result of the orographic lifting of the elevated moist layer 

observed in the GJT sounding. Records obtained from the continuously 

operating microbarographs at each site revealed that starting around 

0100 LST, surface pressure fell at a steady rate of 0.55 mb h-l at all 

three locations, a trend that continued throughout the morning. This 

pressure fall preceded a weak synoptic scale short wave which passed 

through the region on the following day. 

a . Ca site data. The Ca site was located on the Rio Blanco Oil 

Shale Co. lease tract at one of the three meteorological tower sites 

(Ml) used in the study by Barr and Clements (1981). The location was 
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Table 2. 

Ti mes of CSU 84 Soundings 

Release Time ( LST) 

Sounding Ti rr,e Ca Meek er Rifle 

1600 LST 1637 1612 1614 

1800 LST 18~8 1812 1802 

2000 LST 2006 2022 2003 

2200 LST 2206 2207 2210 

0600 LST 0617 0556 0612 
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slightly to the east of a very sharp and narrow ridge called the 

Cathedral Bluffs on the western edge of the Roan Plateau. Site 

elevation was 2240 m MSL (7350 ft MS L) and the main ridgeline of the 

Cathedral Bluffs was near 2635 m MSL. The topography in the irnnediate 

vicinity of the site slopes gradually northeast toward the Yellow Creek 

and is embedded with many small creek valleys. Although not used in 

this analysis, the tower measurements were usea to verify the airsonde 

readings during the experiment. The area was still covered with 5-10 

inches of snow from the storm earlier in the week. 

Figure 24 shows the 1600 LST airsonde sounding data collected ab~ve 

Ca. A very shallow 3°C inversion layer underlies a 550 m deep mixed 

layer. Topographic winds in the lowest 100 m were from the south with 

speeds near 3.0 m s-1. Above 150 m AGL the winds rotated to a 

southwesterly direction in the upper part of the CBL with speeds of 3.0-
-1 4. 0 ms • The winds shift abruptly to the northwest above a 150 m deep 

inversion layer between 550 m AGL and 690 m AGL, and slowly increase in 

speed with height from 5.6 ms-lat 735 m AGL to over 10.0 m s-l above 

1150 m AGL. Except for two small perturbations at 1100 m AGL and 

1800 m AGL, the lapse rate above the inversion is near constant at 4.6 x 
-3 -1 10 °Cm • By 1 h after sunset, a 300 m deep isothermal layer has 

developed over the shallow surface inversion (Figure 25). The neutral 

layer is still present between 300 m AGL and 550 m AGL, but the base of 

the overlying inversion has descended 40 m since the last sounding. 

Unfortunately, wind data was not available for most of this sounding 

except for two observations of light south winds below 400 m AGL and the 

5. 0-7 .0 ms-+ west-northwest winds observed between 750 m AGL and 

1400 m AGL . 
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The 2000 LST sounding shows a significant cha ge from the one just 

2 h previously (Figure 26). · The neutral layer has warmed and stabilized 

while the surface t emperature has dropped 3. 5°C to -1 6.2° C. Thi s 

combination has resulted i n a 250 m deep surface based inversion layer 

topped by a deep, nearly isothermal region which extends to 770 m AGL. 

Winds in the surface inversion layer are southerly drainage flows from 

the local topography with speeds less than 3.0 m s-1. In the deep 

isothermal region, 2.0-3.0 m s-l winds from the west are present below 

600 m AGL with a southwesterly 4.0-5.0 m s-l flow above this level. The 

winds above 1200 m AGL exhibited the prevailing northwest direction with 

speeds very near those recorded earlier. 

The 2200 LST observations reveal a complex multiple layer vertical 

structure (Figure 27). The surface inversion consisted of an extremely 

stable shallow surface layer topped by a weaker inversion layer 

extending to 500 m AGL. Surface temperature continued to fall and 

reached -18.0°C by au ch time whi le the temperature at 500 m AGL had 

risen 2.2°c since the 2000 LST sounding. A near neutral layer extending 

from 500 m AGL to 700 m AGL has formed in response to the lower level 

warming. Above 700 m AGL, the thermal structure exhibits little change 

from the 2000 LST observations. Winds below 900 m AGL were from the 

southwest with speeds ranging f rom 4.0 ms-lat 613 m AGL to 6.8 m s-l 

at 864 m AGL. Above this level, the wind directi on rotated smoothly to 

the northwest with height, with a 5.7 m s-l west wind at 1665 m AGL and 

a 6.8 m s-l northwesterly flow at 2000 m AGL. The record obtained from 

the microbarograph at Ca showed that the surface pressure fell at a 

nearly constant 0.25 mb h-l starting at 1900 LST and continued until the 

sharper decline co11111enced near 0100 LST. ~rom 1600-1900 LST, surface 
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pressure val ues remaine d nea r ly const ant with no evi dence of small or 

l ar ge scale di sturbances. 

Fi gure 28 disp l ays data from t he fir st sound i ng follo win g th e break 

at 0600 LST, wh i ch exh i bits evidence of warm ai r advection similar to 

that observed i n the GJT 1200 GMT upper-air data. Significant warming 

has occurred at all levels above 600 m AGL. Observed temperature 

increases ranged from 4.5°C near 800 m to l.5°C in a thin l ayer between 

1100 m AGL and 1300 m AGL. Above 1500 m AGL, the temperature difference 

between soundings varied from 3.0°C to 5.0°C. The surface temperature 

had al so increased to -15.2°C, but the warm air advection mainta i ned the 

surface based inversion to 700 m AGL. Below 1000 m AGL, winds were 

moderately strong from the southwest with speeds above 10.0 m s-l before 
-1 . becoming more westerly with height. A maximum of 14.8 ms near 

640 m AGL appears to be associated with the top of the inversion layer 

just 60 m higher . Above the maximum, the profile exhibits very little 

speed or directional shear with west- southwest winds between 10.5 s- l 

and 12.1 m s-l evident from 700-1 700 m AGL. Because of the difficulty 

in separating boundary layer processes from the synoptic scale 

baroc l inic effects, conti nued analysis of subsequent soundings would be 

fruitless. 

b. Meeker site data. The Meek~r sounding site was southeast of the 

town on the White River at the confluence of North Elk Creek. Due to 

the site's valley bottom location, surface elevation was only 

6850 ft MSL (2088 m MSL), but mountain masses with a large area above 

9000 ft MSL (2743 m MSL) were irrmedi ately to the north and south. 

Additionally, a long ridge with an elevation over 8000 ft ·MsL 

(2438 m MSL) was just 15 km to the west of the site and surrounded the 
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location with high te rrain. The valley ridgetops were not as clearly 

defined as in the Brush Creek case, but the steeply sloping terrain on 

either side gives way to a more gentle slope near 400 m AGL . A great 

deal of difficulty was encountered in collecting wind data from the 

Meeker site, mainly due to the extreme cold encountered in this valley 

location. The eyepiece on the theodolite routinely fogged over from 

condensation and the formation of a thin radiative ground fog in the 

valley bottom prevented the tracking of the balloon higher than several 

hundred meters above the surface on several occasions through the night. 

The problems were exacerbated by the deep snow still remaining from the 

earlier storm. 

As is shown in Figure 29, the surface inversion had already 

developed and extends to 180 m AGL by the start of the observational 

period near 1600 LST. A nearly neutral layer left over from the daytime 

valley boundary layer lies above the surface inversion. It is topped by 

a shallow isothermal layer with a base 480 m AGL. Between 600 m AGL and 

930 m AGL is another neutral layer, most probably the CBL which resulted 

from the limited daytime sensible heating from the snow-covered surfaces 

in the region. The CBL is not capped by a strong inversion as was found 

in the ASCOT 82 experiment but rather is surmounted by the free 

atmosphere with a very limited but smoo~h transiti_on zone between the 

two layers. Wind observations correlate well with the observed thermal 
- 1 ) structure, a 0. 8 m s down -valley (northeast flow in the surface 

inversion layer and 2.3-2.9 m s- l south winds in the CBL. Although 

sunset was not until 1 h later these south winds were the beginning of a 

thermal circulation initiated by the cool ing of the elevated terrain 

south of the site, whi ch was already shaded. Considering the very 
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limited degree of solar heating resulting from the high surface albedo 

and low mid-winter solar elevation angle, it is likely that the sensible 

heat flux reversed direction 2-3 h prior to sunset. Above the CBL top, 

the winds shifted to the strong synoptic scale northwesterly flow also 

found in the GJT and Ca soundings. 

By 1800 LST, the surface inversion had grown to 220 m AGL, and the 

neutral layer above it had cooled and stabilized (Figure 30). At this 

time, the surface temperatures were extremely cold (near -20°C), making 

data collection difficult for both the instruments and the observers. A 

nearly isothermal layer with i temperature near -10.5°C occupied the 

region between 220 m AGL and 615 m AGL. The neutral layer remaining 

from the CBL extended from the top of the isothermal region to 

750 m AGL, 180 m lower than the top in the earlier sounding. This could 

be the result of subsidence, which is consistent with potential 

temperature values between 750 m AGL and 1800 AGL. This could occur 

despite the west wind component since the principal convergence region 

was probably farther upwind of the high barriers than the Meeker site. 

Above 750 m AGL, the atmospheric lapse rate remains practically 

unchanged since 1600 LST. The low level down-valley flow has 

strengthened to 1.4 ms-lat 135 m AGL. The south winds present above 

the valley at 1600 increased in speed to 3.0-6.0 ms-land devel~ped a 

small easterly component below 600 m AGL. As before, the winds above 

the top of the neutral layer were from the northwest with speeds 

increasing steadily with height from 6.0 m s-1 at 1000 m AGL to 

13.0 m s-1 at 2000 m AGL. 

Unfortunately, thermal data from the 2000 LST sounding (Figure 31) 

were only available to 1870 m AGL and wind data were completely absent. 
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Nevertheless, t he observed temperat~re profi le shows a dr amat i c change 

from the previous sound: ng at 1800 LST. The sounding exhibits a si mpl er 

two layer struct ure whi ch dif fers si gnif ican~l y from the multi pl e layers 

seen just 2 h earlier. The lowest 600 m has continued to cool and 

stabilize to form a deep inversic n layer. AJove the surface inversi on, 

the atmospheric lapse rate is the same as that observed above the CBL in 

the earlier profiles, but the tenperatures are l .0-2.0°C warmer at all 

level s for which there are data. Again, this observation is cons i stent 

with a continued subsidence of the layer below 1800 m AGL, but also 

could be the result of l arger scale advection. The absence of data above 

1800 m AGL makes better analysis to determine the true cause difficult. 

The 2200 LST sounding {Figure 32) reveals several significant 

changes in the boundary layer thermal structure which have occurred 

since 2000 LST. The surface based inversion layer extends to 450 m AGL, 

near the top of the valley. Above the valley, a 750 m deep quasi-

isothermal transition layer separates the valley inversion from the free 

atmosphere. The stabilization necessary tc form the isothermal layer 

resu l ted from a l . 0-2.0°C cooling of the l ayer between 450 m AGL and 

800 m AGL with a l .0- 2.0°C warming in the ' ayer between 800 m AGL and 

1200 m AGL. The limited wind data availab l e from this sounding shows 

that the down-valley flow continues below the inversion level with the 

south - southwest winds continuing inmediately above the valley. 

Windspeeds are somewhat unreliable but appear to range between 2.0 m s-l 

and 4.0 m s- l in the valley flow and 4.0 m s-1 and 6.0 m s-1 above it. 

The microbarograph record from the Meeker site indicated that the 

pressure was very steady throughout thee ening, rising less than 0.5 mb 

between 1700 LST and 0000 LST. Around 0100 LST, the pressure started to 
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fa 11, ma rking the onset of the synop.ti c sea 1 e change described 

previously. Fi g re 33 displays the 0600 sounding data which shows 

evidence of the dist rbance . At all levels above 300 m AGL, the 

atmosphere has warmed 2.0-3.0°C, similar to the changes observed at the 

Ca site. The surface inversion layer has remained intact with its 

embedded down-valley winds, but the layer above i t has warmed and 

contains a strong so thwest wind. As before, the continued analysis of 

data collected later would be of little value to this study because of 

the obvious baroclinic effects on the boundary layer. 

c. Rifle site data. The Rifle soundi ng site was located 

approximately 2.0 km south of the town center on the opposite side of 

the Colorado River in an area known as the South Rifle Metro District. 

As can be seen in Figure 7, the Colorado Ri'ler Valley widens slightly to 

the east of the Rifl e area to form a small ~asin. Southwest of the city 

is a large landform known as Battlement Mesa which has a large area 

above 9000 ft MSL (2745 m MSL). The site was in the valley bottom and 

elevation was 5345 ft MSL (1630 m MSL)·. A small mesa with a peak 

elevation of 6000 ft MSL (1830 m MSL) rose abruptly to the south of the 

site and val l ey depths immediately to the west of the site were 500-

600 m. As was found at the other locations, several inches of snow were 

on the ground at the start of the observat~onal period. The 

observations from the Rifle site formed the most complete data set from 

the experiment with very few gaps in eithe wind or thermal data. 

Figure 34 displays the first sounding taken at Rifle near 1600 LST. 

Except for an 80 m deep superadiabatic surface layer, the atmosphere is 

stably stratified through its entire depth. A nearly isothermal layer 

extends to 700 m AGL, above which is a slightly less stable region with 
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a lapse rate of 4.0 x 10- 30c m- 1. Between 1290 m AGL and 1530 m AGL is 

a nearly neutral layer capped by a 150 m deep weak inversion layer. The 

height of the base of the shallow mixed layer coincides with the 

elevation of the high terrain of Battlement and Grand Mesa, suggesting 

that this layer may be an elevated CBL produced by the daytime heating 

.of these landforms. Winds below the elevated neutral layer are 

generally very weak from the southwest with speeds less than 1.5 m -1 s . 

Within the mixed layer the winds retain the southwest direction but 

increase in speed to 2.0-3.0 m s-1• However, they shift abruptly to the 

prevailing northwest synoptic flow above the capping inversion layer 
- 1 with speeds over 10.0 ms at 2000 m AGL. 

The profile has changed significantly by the next sounding taken at 

1800 LST (Figure 35). Below 1200 m AGL, the air has cooled slightly 

while above 1200 m AGL the temperature has increased. Additionally, a 

surface based inversion layer which extends from the ground to 200 m AGL 

has replaced the shallow convective layer observed in the 1600 LST 

sounding. Between 200 m AGL and 750 m AGL is a deep isothermal layer 

which underlies a nearly neutral layer reaching 1100 m AGL. A 400 m 

weak inversion layer separates the mixed layer from the free atmosphere 

above it. Below the top of the surface inversion, the down-valley 

(northeast) winds are weak with speeds less than 2.0 m s-1• Between 

600 m AGL and 900 m AGL a 1.5-2.1 m s- l southwesterly flow appears which 

turns to the southeast above 1000 m AGL. Above 1400 m AGL, the synoptic 

flow first appears as a 4.5 m s-1 southwest wind which smoothly rotates 

with he i ght to a northwest orientation by 1800 m AGL. Average Ri values 

are above 1.0 in the lower part of the sounding but drop to below 0.3 

near the top of the mixed layer before increasing again higher in the 

profile. 
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The 2000 LST sounding shows that the atmosphere has changed little 

since 1800 LST (Figure 36). The surface has cooled to -17.5°C and a 

well develop down-valley flow is present below the surface inversion top 

at 400 m AGL. The winds shift slightly to a southeasterly orientation 

with speeds of 2:0-2.3 m s-l in the isothermal layer between 500 m AGL 

and 750 m AGL. The winds were nearly calm from 750 m AGL to 900 m AGL 

and the cooling of the elevated mesas has resulteg in the development of 

a 2.0 m s-l south wind in the remnants of the mixed layer below 

1300 m AGL. As before, Ri values achieve a minimum below 0.3 near the 

elevated inversion base. 

Two hours later the continued cooling of the air below the 

1200 m AGL level and the warming above it has resulted in the profile 

taken from the 2200 LST sounding (Figure 37). The surface temperature 

has continued to fall reaching -22.l°C at the start of the sounding. 

The surface inversion reaches 380 m AGL, slightly lower than the 

previous sounding. A deep, nearly isothermal region lies between the 

inversion top and 1100 m AGL before it encounters a 500 m deep inversion 

layer which has resulted from the upper level warming. The wind profile 

also shows two decoupled regions above and below 1200 m AGL. Above the 

3.0-4.0 m s-l down-valley flow in the surface inversion layer, a nearly 

uniform 2.0 m s-l ioutheast wind extends to 1000 m AGL before rotating 

through a thin layer to the prevailing west to southwest winds in the 

free air. Ri values below 0.2 are found in this high shear zone, and 

indicate the maintenance of turbulent flux through the layer. 

The surface pressure at Rifle rose over 1.0 mb between the start of 

the experiment at 1600 LST and 2100 LST, then remained nearly constant 

until 0100 LST, the onset of the steady pressure fall which continued 



103 

R!FLE SITE 
ORTE 01/20/84 MJN0SPEE0 1" /SECJ 
T:ME 20 . 03 TO 20. 25 HST 0 10 20 

~500 

ij200 

3900 

3600 

3300 

3000 

2700 

2ijOQ 

2100 

1800 

1500 

1200 ! 
"' 

900 . 

600 . 

300 . J 
-~5. -~o . -35 . - 30 . -25 . -20. -IS. -10. 

TENPEARTUAE !C l 

91FLE SI TE 
JRTE 01 / 20/84 
Tl HE 20.03 TD 20.25 HST 

265 . Z70 . 275. 2B0 . 285. 290 . 295 . 300. 305 . 
ijSOO 

ij200 

3900 

3600 

3300 

3000 

2700 

2ijQQ 

.... 2 l 00 :c 
"' ;;; IB0C 
:c 

1500 

1200 

900 . 

600 . 

,co. 

265 . 270. 275 . 280. 285 . 290. 295 . 300 . 305 . 
POTEN TlRL TENPE~R TU~E tK J 

Figure 36. Rifle site airsonde sounding for 
2000 LS on 20 Jariuary 1984. 



104 

RIFLE 
DATE 01 / 20 / Bll WJNOSPEEO IM/SECJ TIME 22. I 0 TO 22 .34 MST 0 I D 20 

ij SQO 

ij200 

3900 

3600 

3300 

3000 

2700 

2ij00 t 2100 

1800 

' 
1500 

1200 

900. 

i 600 . 

300. 
"t 

- ijS . -ijO. - 35 . - 30 . - 25 . -20. 
'(::: 

-l 5 . - 10 . 
TEMPERAT UR E IC I 

RIFLE 
ORTE 01/20/84 
TIME 22 . 10 TO 22.3Y HS T 

265 . 270 . 275 . 280. 
ijSOO 

285 . 290 . 295 . 300. 305 . 

ij200 

3900 

3600 

3300 

3000 

:; 2700 

;2ij00 

,- 2100 
:,: 

;;:; 1800 
:,: 

1500 

1200 

900 . 

600 . 

300. 

265 . 270 . 275 . 280 . 285 . 290 . 295 . 300 . 305 . 
POTENTIAL TEMPERATURE IKJ 

Figure 37. Rifle site airsonde sounding for 
2200 LST on 20 January 1984. 



105 

through the morning. The 0600 so nd i ng shown in Figure 38 revea l s that 

large scale cha nges ob served at the other two sites were present at 

Ri fl e as we ll. The va ~ley layer continued ~o cool desp i te t he warm ai r 

advection that occurr~d simultaneously above it. Temperature changes of 

2.0-3.0°C at higher elevations ere similar to t hose observed over the 

other two sites. The temperature and wind profiles still exhibit a 

decoupled two layer structure with the dividing height slightly lower 

than before at 11 50 m AGL. The surface inversion layer extends up to 

this level with a f ree atmospher ic lapse rate at higher elevations. The 

winds in the lowest 600 m were still down-valley with speeds of 1.0-
-1 -1 3.0 ms • Above the valley, the winds turn easterly with a 7.8 ms 

maximum at 712 m AGL. In the fee air above the inversion, the winds 

changed to the prevaili ng weste r ly flow with speeds over 10.0 m s-1. 

3. Analysis of o servations 

Figure 39 shows t he simultaneous evolution of the boundary layer 

structures above each of the three sites in the experiment from 1600 LST 

to 2200 LST, before the influence of the synoptic scale disturbance was 

significant. The contoured fields are the deviations of the observed 

potential temperatures from the GJT 0000 GMT sounding data taken near 

the start of the experiment. Generally, the observed potential 

temperatures at Meeker were 1.0-2.0 K colder than at the same elevation 

at Ca, but the overall evolution of the thermal structure is very 

simi lar, with a slight synoptic scale waring trend occurring above the 

local topographic feature s. The observed differences are probably the 

result of the larger scale topographicall y induced cooling occurring 

over the Meeker site, which was surrounded by high terrain. The 

apparent adi abatic descent of the temperature profile indicated 
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mesoscale su bsidence at the Meek er si t e which was not present at either 

of t he other sites. Th e most striking featu re i s the obvious difference 

between the de vel opment of the boundary l ayer above th e Rifle site from 

the other two. Whereas the layer between 2500 m MSL and 3000 m MSL 

gradually warmed l-4°C at both Meeker and Ca, potential temperature 

values decreased nearly l°C in the same layer over Rifle. This 

difference is attributed to a cooling on a scale that is larger than the 

local valley scale, but does not encompass an area as large as the study 

region. 

Associated wi th this difference in thermal structure is the 

appearance of t he blocked flow region below 2835 m MSL (1200 m AGL) at 

Rifle and the decoupling and cooling of the boundary layer f rom the free 

atmosphere above it. The Ca site is 50 km to the east of the 

9000 ft MSL terrain and was too far upwind of the high terrain during 

the experiment to be influenced by its cooling. The development of a 

mesoscale boundary layer started soon after sunset when the surface 

cooling was strongest, but the growth ceased within several hours as the 

strong synoptic level winds overpowered the boundary layer processes. 

At the Meeker si te, which was surrounded on three sides by terrain over 

9000 f t MSL, local valley scale wind and thermal structure became fully 

developed less than 4 h after sunset, but t he overlying mesoscale 

boundary layer never fully developed, although a large scale cooling did 

offset some of the advecti ve warming. Additionally, from the limited 

wind data from the site it could be determined that topographically 

i nduced winds were present through a thin l ayer above the valley. These 

effects would probably be more pronounced had a deeper CBL developed 

during the day so that the boundary layer processes could be buffered 

from the free air aloft, as in the ASCOT 82 experiment. 
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D. Summary of Observationa l Program 

The data co l lected from these two fiel d experiments unquesti onably 

show the development of nocturnal boundary layers which are of a scale 

larger than the local valleys and much deeper t han the 100-300 m deep 

layers typically found over flat terrain. In bo t h cases presented here, 

the depth of the t opographical i nfluence do,es not exceed the elevations 

of the large mountain masses in the region which typically extend to 

9,000-10,000 ft MSL (2740-3050 m MSL). In the ASCOT 82 experiment, a 

1-3 K cooling was observed in a 600 m deep layer with its bottom located 

at t ~e valley ridgeline and its top reaching 3000 m MSL. Additionally, 

the development of th i s mesoscal e nocturna boundary layer caused the 

weak synoptic scale north wind to become dynamically decoupled from the 

southerly to pographical ly induced flow above the Roan Plateau. The 

valley scale boundary layer was i nfluenced by the development of the 

mesoscale NB L above the valley, which in turn was related to the 

synoptic scale flow. Early on, the valley winds were over 6 m s- 1 as a 

well developed mountain-plain circulation was present over the plateau. 

Later, when a synoptic wind shift inhibite~ this circulation, the valley 

winds weakened to nearly ha l f their earlier speeds. 

During the CSU 84 experi ment, the blocked flow layer observed at 

Rif l e extended 1500 m above the valley floor to the elevation of the 

high terrain downwin of the site. In this case, the mesoscale boundary 

layer structure was much more complex, exhibiting a high degree of 

var i ability. At the Ca site, the synoptic scale flow overpowered the 

boundary layer processes. A limited cool : ng occurred at the Meeker site 

with temperatures in the mesoscale boundary layer being 1-2°C colder 

than at Ca. The Rifle site data exhibited the greatest mesoscale 
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boundary layer effects, with cooling and topographically induce d winds 

present through a deep layer above the valley. This type of structure 

should be expected to develop during the winter when the dayti me 

boundary layer depth does not exceed the height of the large scale 

terrain and the synoptic scale winds are relatively strong. 

The large contrast between the two cases presented imp l ies that a 

large variability can be expected between observed cases of boundary 

layer evolution. Causes of this variability include gradient level wind 

speed and direction, afternoon CBL depth, differential heating and other 

mesoscale influences. For example, on several other nights for which 

data were taken during the ASCOT 1982 field study, boundary layer 

development was disturbed by mesoscale circulations -which remained af ter 

early evening convective storms had dissipated. However, some coTT111on 

features should be anticipated as well, such as a boundary layer cool i ng 

that extends several hundred meters above the ridges and plateaus and a 

deviation of the wind field from the synoptic scale flow through this 

layer . Obvious ly, more data would be helpful in better defining the 

common aspects of nocturnal boundary layer evolution in the study 

region, however analyses of these two cases do present significant 

insight toward understanding its basic development. Using these 

observati ons as a base, it is useful to employ a numerical model to help 

in understanding the mechanisms responsible for creating the observed 

structures and subsequently to investigate the causes for structural 

vari ability . Therefore, emphasis of the current study shifts at th i s 

po i nt to the desi gn and results of a numerical modeling program that 

explores these questions . 



CHAPTER IV 

NUMERICAL MODELI NG OF MESOSCALE BOU~DARY LAYER EVOLUTION 

Sophisticated numerical models which describe complei non-linear 

atmospheric p ocesses have become an invaluable tool in many branches of 

meteorology, including the study of the atmospheric boundary layer. By 

controlling the initial and boundary c·onditions in model simulations, 

relationships between atmospheric forcing a1d feedback mechanisms can be 

discerned on time and space scales not possible in even the most 

complete observational program. When properly integrated, modeling and 

observational studies can be des ·gned to c001plement one another to yield 

information not available from either observations or model results 

alone. In order t o attain this goal properly, one must give careful 

consideration to the types of processes to be simulated and subsequently 

select or formulate a numerical model which is capable of performing the 

desired simulations. Once this is achieved, the modeling program should 

be designed using the i nformation already obtained from analysis of 

field data. Caution must be used in the analysis of the results by 

recognizing the deficiencies inherent in the model and relating the 

simulated processes to real atmospheric ph~nomena. 

There are two philosophies used in the des i gn of a numerical 

modeling program to simulate observed atmospheric characteristics. The 

first approach, which is the one more often used, is to simulate the 

details of the observed structure on a case by case basis with the goal 

of reproducing specific sets of observations. The main advantage of 
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this method is the ability to veriff the model computations with actual 

data and thereby give credibility to the model formulation. 

Unfortunately, the model results are often difficult to analyze due to 

the complexity of the very specific boundary conditions necessary to 

reproduce the observed case. As could be seen in the two cases 

presented in the previous chapter, a wide variability even exists in 

observed behavior at the same location. Alternatively, one can design a 

modeling program with the goal of producing idealized structures that 

are still representative of actual observational cases to determine the 

dominant forcing and feedback mechanisms contributing to the observed 

structures. Although it loses the high degree of verification found in 

case studies, this approach allows for the simplification of the 

specified boundary conditions to produce a realistic but controlled 

"laboratory-type" simulation resulting in a more general picture of the 

primary physical processes. For these reasons, this method is more 

appropriate for the current study due to the very complex nature of the 

mesoscale boundary layer evolution. Another advantage of this approach 

is the ability to design simulations to explain the causes for the 

observed variability by altering the simplified boundary conditions 

between simulations. 

The two goals in the present use of the model are to simulate the 

complete diurnal cycle of the mesoscale boundary layer evolution over 

the study region and to explore the causes for the observed variability 

in NBL development. To accomplish these goals, six two-dimensional 

(2-0) and two three-dimensional (3-0) simulations were run using 

idealized representations of terrain and conditions in the observational 

study region (Table 3). One 2-0 simulation detailed the evolution of 



Table 3. 

Model Simulation Information 

L L D h tit M 6.X u V 
Case m p X R, _R, 0 0 

tit -1 -1 (km) (km) (km) (m) ( s) s (m) (ms ) (ms ) 

1 60 12.75 150 127 3 6 375 0 N/A 

2 60 12.75 150 127 3 6 375 5 N/A ,_. ,_. 
w 

3 120 42.75 300 427 3 6 375 5 N/A 

4 60 12.75 150 127 3 6 375 3 N/A 

5 60 12.75 150 127 3 6 375 7 N/A 

6 60 12.75 150 127 3 6 375 5 N/A 

7 60 12.75 150 127 3 3 750 3.5 3.5 

8 60 12. 75 150 127 3 3 750 0 5 
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the mesoscale boundary layer from sunset until noon on the following 

day. The remaining 2-D and both 3-D numerical experiments were run to 

examine the effects of wind speed, wind direction and afternoon CBL 

depth on the development of the NBL through the evening transition 

period. The model was forced in these simulations by both a prescribed 

external wind field and a specified surface heat flux function which 

approximates the diurnal cycle. 

A. Model Description 

The Colorado State University Three-Dimensional Cloud/Mesoscale 

Model (Tripoli and Cotton, 1982) was selected to carry out the model 

program. Originally developed to perform simulations of cumulus 

convection (Cotton and Tripoli, 1978; Tripoli and Cotton, 1980), the 

model was later extended to perform detailed simulations of boundary 

layer flow in complex terrain (Banta, 1982; Bader and McKee, 1983, 

1985). This model uses a fully elastic and non-hydrostatic primitive 

equation set employed in a terrain following coordinate system, making 

it ideal for this type of study. Additionally, recent improvements to 

the model (Tremback et al., 1985) have increased its capability to 

simulate a wider variety of mesoscale phenomena. Since it has changed 

substantially since the publication of the original papers, a brief 

description of the model follows which includes modifications made 

specifically for this study. 

1. Theoretical development of model equations 

The model equations are formulated to describe perturbations about 

a dry, hydrostatic, quiescent base state. Finite difference forms of 

the momentum equation, thermodynamic energy equation, and a combination 
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of the ideal gas relat ·on and continuity equation were used to predic t 

velocity, potential t eraperature and norma l ized pressure. Absolute 

pressure and te peratu e were computed from diagnostic relationships 

i nvolving the predicted quantities. Followi ng the notation of Tripoli 

and Cotton (1982) and others, any variable A can be decomposed as 

-A = A + A11 
' (Ba) 

where the overbar represents an ensembl e average va lue resolvab le on the 

time and space scal es of the model simulation and the double prime 

denotes an unresolvable turbulent fluctuation about this average. The 

mean value can be furth er decomposed as 

(8b) 

where A is t he tempora ly and horizontall~ invariant base state and A' 
0 

is the resol vable deviation fro this state. 

Because it is conserved in dry adiaba:ic processes, potential 

temperature is used as the thermodyn)mic v3riable and is defined by 

Poisson's equation, 

T e = 
iT 

( 9) 

in which e is the potential temperature, r is the temperature and n i s 

the normalized pressure (hereinafter referred to simply as 11 pressure ") 

defined by 

Here, pis absolute 

usually taken to be 

TI=[.....e_)R/cp 
Poo 

(10) 

pressure, the constant p is a reference pressure, 
00 

5 1000 mb (10 Pa), and Rand c are the gas constant p 
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and constant pressure specif i c heat of dry air, respectively. Using 

(10), the idea l gas relation 

p = pRT , (lla) 

can be rewritten as 

( 
R ) R/c rr = - p8 V , 

Pao 
( llb) 

where pis the dry air density and c is the constant volume specific 
V 

heat of dry air which is related to c and R by c = c + R. The base p p V 

state i s assumed to obey both (llb) and the hydrostatic relation and is 

therefore defined by 

(12) 

and 

(13) 

where 1r , p and e are the base state pressure, density and potential 
0 0 0 

temperature. 

The formulat i on of the elastic pressure equation is described in 

detail by Klemp and Wilhelmsen (1978). Summarizing their development, 

the time derivat i ve of (ll b) is comb i ned with the compressible 

continu i ty equat i on, 

ap + a (pu) = o af ax. j ' J 
(14) 

then approximated to yield 

(15) 
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Justification for the aoproximations· is made in the ori ginal paper, but · 

basically they allow or rrean mass ad j ustments to domain average 

temperature changes which do not af ect the dy namics in model 

simulations. The momentum equation is 

a 
ax. 

J 
u1! u1! 

J J 

where u. is the ith component of the velocity vector, g is the 
l 

(16) 

gravitational acceleration and oi 3 is the Kroneker delta function. 

Here, the buoyancy term, - p'/p , has been approximat ed by 8 1 / 8 , based 
0 0 

on a linearization of (llb) and scale analysis of the resulting terms as 

described by Pielke (1984 ) . Completing the basic model equation set, 

the dry thermody amic energy equation is descr i bed by 

The terms in the pressure equation and on the lhs of the momentum 

equation comprise the aco ~stically act i ve or elastic terms capable of 

propagating sound wa ves. The terms on the rhs of (16) and in the 

thermodynamic energy equation describe the non-acoustic processes, such 

as advection and diffusion, which are active on the longer gravity wave 

time scale. 

The turbulent flux terms are parameterize<l using an eddy viscosity 

closure scheme in which the mixing coefficients are determined from 

prognostic turbulent kinetic energy (TKE) equations formulated by Yamada 

(1983). This approach offers some of the advantages afforded by higher-

order closure schemes (Mellor and Yamada, 1982) without a great increase 
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in computational expense. Unlike fully diagnostic closure schemes, the 

effects of inhomogeneous and non-stationary turbulence fields can be 

included. In this parameterization, two coupled equations are used to 

d . 2 - II 2 ( ) f 2 h b 1 pre ,ct q = u. twice TKE and product o q and t e tur u ent length 
J 

scale, t, and are written for this model as 

ag2 = 
at 

and 

at 

1 a ( 2 - ) +£ a!. (pouj) Po ax. poq u j Po J 

aUm] - ( U !' U II 
J m ax. 

J 

__ a_ [ U !' ( q2 R,) 11] 
ax. J 

J 

J 

+ .9_ 
eo Q j3 U i' e II -

_ _a_ ( U !t q2 II ) 

ax. J 
J 

- 3h 
( 92 } ( 18) 

Bl£ 

( 19) 

where B1, F1 and F2 are empirical constants. The turbulent flux terms 

are evaluated from 

and 

U •11 U !1 
1 J 

s11 u !1 
J 

(20.a) 

(20.b) 

2 2 heres represents any scalar quantity (e, q, qt) and Km and Ks are the 

momentum and scalar mixing coefficients defined by 

(21 .a) 
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and 

K - 1.2 K .. s - ''M 
( 21. b) 

Th e mixing length, t:,., is si mply (lt!q2) for vertical flux quantities 

and the horizontal gr; d spacing otherwise. The stability function SM i s 

defined f or the momentum and thermodynamic energy equations by 

where 

Rif 

(0.1912 - Rif)(0.2341 - Rif) 
(1- Rif){0.2231- Rif) 

h 
= { 0.6588[Ri+0.1776-(Ri 2 -0.3211 Ri+0.03156) 2

] . 

Ric 

(22 .a) 

(22.b) 

and Ri = 0.19. S is simply set to 0.4 (the neutra limit) for the 
C 

turbulence equat ·ons. This formulation differs slightly from that used 

by Yamada in two ways. First, except for the specification of the 

mixing length, horizontal diffusion is handled in a similar fashion as 

the vertical dif;usion. The original closure had a crude 

parameterization for horizontal diff sion in s; mulations with very small 

grid aspect ratios. In the simulations described in this chapter, the 

grid aspect ratios vary between 0.14 and 1.33, necessitating a more 

sophisticated ho izontal t urbulence parameteri~ation. Secondly, SM was 

empirically dete rmi ned to be 0.2 for the turbu l ence equations from 

neutral channel flow experi ments (Mellor and Yamada, 1984). However, it 

was believed that setting SM to 0.4 would make the di ffusion of the 

turbulence quantit i es more consistent with the diffusion of the other 

scalar fields. Sensitivity tests with the model in several 

configurations revealed t hat the parameterization was not overly 
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diffusive in stable environments, a problem frequently encountered with 

many parameterizations (see Appendix II). 

The inclusion of uneven topography at the lower boundary was 

accomplished using a terrain following coordinate system developed by 

Gal-Chen and Sonmerville (1975) and extended by Clark (1977). Known as 

a "s i gma-z" system, it results from the transformations 

X* = X 

y* = y 

z-zs(x,y) 
z * = -,----.----- H H-zs(x,y) 

(23.a) 

(23.b) 

(23.c) 

where x, y and z are the standard Cartesian independent spatial 

variables, x*, y* and z* are the corresponding transformed spatial 

variables, z is the height of the surface and His the height above the s 
model reference level of the model domain top. From Clark, the spatial 

derivative of any quantity A can be written as 

(24.a) 

(24.b) 

where the transformation tensor, bij, is defined by 

1 azs z* 1) 1 0 - -(--a ax H 

bij 1 azs z* 1) = 0 1 - ay ( H-a (25) 

0 0 1 -a 
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2. Finite differences 

The model equations were integrated on a staggered mesh descri bed 

by Tripoli and Cotton (1982). This type of grid centers scalars in each 

grid box with veloc i ty components def i ned normal to the sides. When 

used with standarj fourth-order advection, this system is very effective 

at properly describing gra vi t y wave propagation. A time differencing 

scheme described by Klemp and Wilhelmson (1978) was used to separat el y 

i ntegrate the acous tic and non-acoustic terms i1 the predictive 

equations. After the non-acoustic terms were i1tegrated over a 26t1 
timestep using a leap-frog scheme, t e acoustic3lly active terms were 

stepped forward for a specified num be r of small~r 6ts time steps us in g a 

semi-implicit scheme to co~plete the integration. An Asselin filter was 

then employed to prevent solution separation. The time steps for both 

the acoustic and non-acoustic tendency computations were chosen to avoid 

exceeding linear stability criteria and are shown for each simulation in 

Table 3. A more detailed description of the finite ifference methods 

can be found in Tripoli and Cotton (1982) and Klemp and Wilhelmson 

(1978). 

3. Model domain 

Figure 40 shows the domain used in the model simulations. The 

topography chose is an idealized representation of an east-west cross-

section through the observational study region. The model reference 

level (z = 0) is coincident with a flat plain on the western edge of s 
the doma i n which is bounded on the east by a long, gently sloping 

section with a 1% grade. A 500 m high blockin g ridge on the eastern end 

of the domain is connecte to the long sloping plain by a more steeply 

sloping ramp with an 8% slope. Two configurations were used in this 
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study w ich di ffered only by the l ength of the long slop ing plain. A 

short er secti on with a total hor izont al projected length, L0 , of 12.75 

km was used i n prel imi nary sensitivity experiments as well as in the 

int ercomparison study of factors influencing the evolution of the NBL 

structure. The single simulation detailing the complete diurnal 

mesoscale boundary layer cycle uses a longer section with L0 = 45 . 75· km 

for reasons to be expla i ne d in- a su bsequent secti on. The mesoscale 

compensation regions (MCRs) on the lateral side5 are us ed in conjunction 

with the boundary concitions and will be descriJed later. In the 3-0 

simulat ·ons, topograp y is infi nitely sl ab-symm2tric in the north-south 

(y) direction and t he model domain th rough a horizontal cross-section is 

square with an interior domain width of 30 km. The horizontal model top 

is 6.0 km above the low plain in all simulations. Horizontal grid 

spacing i s a constant 375 min the ·nterior model domain in the 2-0 

simulations and 750 min the 3-0 simulations. Vertical grid spacing 

above ·the lowest topography is a constant 50 min the lowest 10 levels 

then telescopes logari t hmically to include 22 additional levels below 

the model top. ertical ~rid spacing above the elevated terrain is 

computed using the coordinate trans ormation functions to form a 

rectangu l ar grid in z~ coordinates. 

4. Bo_unda_!X__cond it ions 

The top boundary condition is based on a formulation by Klemp and 

Ourran (1984 ) and allows for the radiation of vertically propagating 

gravity waves. For mesoscale and local scale nodel simulations, it is 

desirable to have open lateral boundary condit"ons as well. However, 

these boundary conditions tend to produce artificial outflow 

accelerations when coupled with the dynamic formulation of the model 
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equations . An alternative method developed by Tripoli and Cotton (1982) 

for determination of quantities at the lateral boundaries coupled the 

Orlanski (1976) radiation boundary condition with a mesoscale 

adjustment. The MCRs inhibit domain-scale trends produced by the 

Orlanski condition at the interior domain boundaries by providing a 

crude mesoscale adjustment through pressure and temperature feedbacks. 

Additionally, the imposed wind profiles are prescribed only at the outer 

boundaries and the MCR acts as a buffer between the externally specified 

winds and the interior model domain. The only constraints on the 

momentum field in the interior domain result from total mass 

conservation requirements at the inflow and outflow boundaries. Scalar 

quantities and vertical velocities are defined in the MCR for each level 

at a point midway between the interior and exterior domain boundaries. 

No gradient is assumed to exist beyond these points. 

The surface layer parameterization was adapted from a formulation 

by Louis (1979) based on the flux-profile relationships developed by 

Businger et al. (1971). In all simulations, the surface is assumed to 

be dry, a condition frequently observed in western Colorado. Surface 

friction veloc ity is computed for the bottom grid boxes based on the 

horizontal velocity components and a specified surface potential 

temperature flux. Separate relations were developed for the computation 

of surface potential temperature flux for the nighttime and daytime 

regimes. For the nocturnal phase, a simple one layer soil heat budget 

is used. From climatological records of observed diurnal temperature 

ranges in western Colorado, the surface temperature is approximated by 
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-b( t-t ) 
T = T + ~T e ss s so s (26) 

where t is the time of sunset, 6T i s the nocturnal temperat ure ss s 
cha nge, and bis a time constant (set to 4 h i n the simulations 

described here). A simple heat budget of the fcrm 

S+ G +R=O (27) 

where G is the conduction t erm, R is the net longwave radiative flux 

and Sis the sens ·ble heat transfer from the grou nd to the air is us ed. 

The conduction te rm is computed by as sumi ng that the temperature 1. 0 m 

below the surface di d not change significantly during the night and that 

the thermal conduct ·vity, a, of the soil layer between th i s depth and 

the surface is 0.810 w(mK) 

assumptions, 

(Sellers, 1965). Based on these 

G = - (28) 

The net radiative flux is computed from the difference between the 

upward black-body radia ive flux emitted from the surface and a 

prescribed constant atmospheric downward flux of 300 W m2 taken from 

climatological erages computed from Denver rawinsonde soundings. From 

the computed val es o Rand G, the surface potential temperature flux 

w" e" is diagnosed from (27) and the relation s 

w"e u = s 
s 

p0cp 
(29) 

In this simple formulation there is o forced realization imposed on the 

surface temperature descr ·bed by (26) and the computed model 

temperatures. The time h·story of the calculated nocturnal surface 
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potential temperature flux is shown jn Figure 41a. The computed values 

compare favorably wit h recent values measured in the study area 

(Gudiksen, 1985) . To simulate the wintertime conditions desired in the 

shallow boundary layer case (Case 6), the same cooling function is used, 

but tss is replaced by tss+3 h in (25) to reduce the strong initi al 

cooling. 

The daytime potential temperature flux is described by 

W11 0 II : W11 0 11 sin s max 

where t is the time of sunrise. The amplitude of the heating sr 

( 30) 

-1 function, w11 6 \MAX' is set to 0.25 Km s and the daylength, -r , is set 

to 12 h. This heating function (Figure 41b) has been successfully used 

in previous studies of valley- scale boundary layer evolution and appears 

to be quite realistic, although the phase of the model surface flux may 

deviate up to 1 h from that actually observed. 

5. Initialization 

For all of the simulations except one (Case 6 in Table 1), the base 

state sounding input to the model consisted of a 1.5 km deep surface 

based neutral layer underlying a free atmosphere layer extending to the 

model top (Figure 42a). For Case 6, which was the simulation exploring 

the effects of afternoon CBL depth on NBL evolution, a surface based 

stable layer was present initially (Figure 42b). At the external 

lateral boundaries, the logarithmic wind profile shown in Figure 43 was 

imposed linearly with time over a 15 min dynamic initialization peri od 

from a quiescent state at the start of the simulation. This was 

followed by a 45 min dynamic adjustment period with no surface heating 



(a) -0.15 

-0.10 

0 

(b) 0.25 

0 .15 

-- "' -• I 
Q) ., 

=~ E 
0.10 -
0 .05 

0 

2 3 

127 

4 5 6 7 8 9 10 II 12 
TIME AFTER SU ~SET 

( h ) 

2 3 4 5 6 

TIME AFTER SUNRISE 
( h) 

Figure 41. Computed mod~l potential temperature flux for 
a) nig htt ime and b) daytime. 



(a) 

6000 

5000 -
'ii > 
Q) 

-; 4000 
u 
C 
Q) ... 

N~ 
e! 3000 ., 
> 
0 

.D 
0 

2000 

1000 

300 310 320 330 340 
POTENTIAL TEMPERATURE 

( K) 

Figure 42. 

(b) 

6000 

5000 -
'ii 
> 
Q) 

-; 4000 
u 
C 
Q) ... 

N~ 
e! 3000 
Q) 
> 
0 I .D 
0 

2000 

1000 

350 300 310 

I 

320 330 340 
POTENTIAL TEMPERATURE 

( K) 

Base state model sounding for 
a) Cases 1-5 and 7-8 and b) Case 6. 

..... 
N 
OJ 

350 



-
Cl) 
> 
Cl) -
Cl) 
0 
c= 
Cl) 
lo.. 
Cl) 

N-Cl) 
lo.. 

Cl) 
> 
0 
.0 
0 

E -

6000 

5000 

4000 

3000 

2000 

1·000 

0.2 

129 

0.4 0.6 0.8 
NORMALIZED WIND SPEED 

U;Uo 'V;Vo 

1.0 

Figure 43. Imposed external wind fiel d profile for model 
simulations. 



130 

or coo l ing. Values of u and v ap~ear in Tab l e 1. Sensitivity tests 
0 0 

(see Append ix I I) confi rmed that the model had ac hieved a steady state 

at th i s t ime for the dee p neutral layer si mu l ations. Following the 1 h 

dynamic initialization-adjustment in Case 6, a 3 h heating period was 

initiated with w" e" set to 0.10 K m s-l to develop a shallow CBL. s 
Model sunset marked the end of the initialization process in all cases 

and surface cooling was initiated at that time. 

B. Description of Numerical Experiments 

The modeling program was undertaken in three parts. First, several 

2-0 sensitivity experiments were run to insure that the model was 

correctly initialized and that it would not produce any unrealistic 

dynamic or thermodynamic features. The most significant result from the 

sensitivity analysis was the determination that an ambient wind must be 

present to correctly simulate NBL evolution. This was revealed by 

comparing a reference simulation initiated with a deep surface- based 

neutral layer and a 5 m s-l westerly geostrophic wind to one with no 

initial winds. Although the primary emphasis of the research program 

was on mesoscale NBL development, it was determined that a good test of 

the full model, including the surface layer parameterization, would be 

the simulation of the mesoscale boundary layer evolution through a 

complete diurnal cycle. Consequently, the second part of the model 

study consisted of a single 2-0 simulation which started at sunset and 

continued through noon the following day. The last part of the modeling 

program focused on the effects of season and geostrophic wind on the 

evolution of the mesoscale NBL, particularly through the evening 

transition period when non-linear effects are the most important. Four 
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2-0 and two 3-0 s imulati ons were inte . compared fo r t his purpose. One of 

the 2-0 experiments was the reference simulat ion . Two mo re of the 2-0 

simulations were in .tiated ident ically except for differences i n the 

geostrophic wind speed. Tne fourth t wo-dimensi onal simulat i on was 

designed to determine the seasonal d ' ffe rences in NB L evolution, wh ich 

is determined primarily by afternoon CBL depth. The two 3-0 experiments 

examined the effects of geostrophic ind directi on on the development of 

the NBL. The f i~st was initialized with a 5 m s-l southwest wind and 
. -1 the second with a 5·m s south wind. A summa-y of all eight 

simulations appears in Table 3. 

As mentioned previously, two do ains were used with total int erior 

domain widths of 30 km a~d 60 km. Al though t he length of the actual 

sloping plain in the study region is approximately 60 km long, it was 

hoped that the shorter length of 12.75 km used in t he narrow domain 

adequately represented its effects for several reasons. First, the fine 

resolution of the 2-0 experiments made the addition of extra grid · 

columns computationally more expensive. Second, even with the doubling 

of the horizontal grid spacing in the 3-0 experiments, the narrow domain 

was the larges~ which cou l d be reasonably used due to the computational 

costs associated with t he 3-0 simu l ations. Although the model 

realistically simulated the evolution of the NBL structure during the 

first 8 h after sunset in the narrow domain, the unrealistic pooling of 

cold air near the west boundary and the development of the relatively 

larger scale daytime convective circulations necessitated using the 

wider domain in the diurnal cycle simulation. 
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C. Re su l ts of Num€ri cal Experiments 

Model output i ncluded instantaneous fiel ds of al l model var i ab les 

saved every 10 min on permanent comput er fi l e and printed fields of 

selected var i abl es eve ry 30 mi n. Additiona l ly, profil es of 10 min 

averages for se l ected quantities for a single grid locat i on were also 

calculated from instantaneous model fields at every timestep. The 

contour-vector plots appearing i n Figures 44-45, 47-51 and 53 were taken 

from the instantaneous fi elds on file and only show the lowest 14 levels 

for increased resolution. In these figures, the vertica l coordinate i s 

exaggerated 24 t i mes with respect to the horizontal (48 t i mes i n Figure 

46). The wind vectors are true in both speed and direction, wh i ch 

resu l ts in an apparent flow normal to the topography i n some of the 

plots. 

1. Results of sensitiv i ty studies 

a. Effects of turbulence parameterization, dynamic initialization 

and boundary conditions. Several sensitivity experiments were run to 

test the turbulence parameterization, initialization procedure, terrain 

configuration and the lateral boundary conditions. The turbulence 

parameterization was tested by running the model in two di f ferent 

configurations. In the first, the terrain was removed and the surface 

cooling parameteri zation was inst i tuted following the 1 h initialization 

period. The model formed a very shallow surface based inversion with 

most of the cooling limi ted to a 150 m deep layer. From this result, it 

was determi ned that the Yamada scheme was not overly diffus i ve. The 

second test used the narrow domain model terrain shown in Figure 40, but 

the turbulent flux terms were computed using a Smagorinsky type 
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diagnostic mixing coefficient (Cotton and Tripoli, 1978). In this 

configurat i on, the model fai ed to respond properly and quic kly 

supressed al l tur~u ent fluxes in even slight ly stable regions desp i te 

the presence of st rong wind shear. Clearl y, in this case the effects of 

turbulent fl ux terms had a significant imp act oo the model solution so 

that the choice of a physically realistic and ~ell documented scheme 

such as the Yamada cl osure became necess ary. 

The test of the initialization procedure contin ed a simulation 

using the narrow domain wit h u = 5 m s-l for several hours in the 
0 

absence of surface hea ing or cooling. From a comparison of model 

fields taken at different times, it could be seen that the model had 

ach ie ved a near steady state 30 min after the start of the run. The 

longer adjustment ti me was added as a precaut "on against any undetected 

instabilities. This same simulation was used to determine if the 

lateral boundary conditions produced any artificia circulations in 

time, and it was found that they remained stable. Another test of both 

the boundary conditions and the Yamada turbulence closure consisted of 

mainta ini ng the speed profile but reversing the direction of the wind 

field in a separate run , thereby having the wind blow from the high to 

the low terrain. As before, the boundary coiditi ons remained stable and 

did not produce any artificia l circul ations. Appendix II provides more 

detai l of these experiments. 

b. Effects of ambient wind field. The most significant finding 

from the model sensitivity experiments was t he importance of the ambie nt 

winds in prod cing realistic mode l solutions. In previous simulations 

of valley flows, the wind field above the valley had little effect on 

the circulations below ridgetop due to the sheltering of the valley air 
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mass by terrain. However in this case, the boundary layer was not 

isolated from the overlying wind field by topographical featu res. 

Figure 44a-d shows the results when the model was run for 2 h without an 

external wind field (Case 1). The simulation started with a quiescent 

wind field and a deep surface based neutral layer (Figure 44a). After 

30 min, the cooling was confined to the lowest model layer which showed 

a 3.9-4.3 K potential temperature decrease. As a result, a ·shallow 

drainage developed with speeds near 2.0 ms-lover the steep slope 

slowing to 0.5 ms-lover the sloping plain, but it was confined to the 

lowest layer as well (Figure 44b). 

The shear produced by the drainage enabled a limited amount of 

vertical mixing of the very stable surface air to cool the layer between 

50 m AGL and 100 m AGL 0.5 Kover the length of the sloping plain and 

2.0 Kover the steep slope after 1 h (Figure 44c). Because of the 

slightly deeper cold layer and the slope of the terrain, the drainage 

flow present just above the surface weakened and an easterly cold 

thermal circulation appeared 100 m AGL over both slopes with speeds of 

1.5 ms-lover the western end of the sloping plain increasing to over 

4.0 m s-l above the eastern end and the steeply sloping section. The 

distinction between this type of circulation and a drainage flow is that 

it is produced by hydrostatic pressure gradients and not strictly by 

buoyancy forces, analagous to the difference between slope and mountai n-

plain winds. The evening transition period appears to have reached its 

final phases at this time as the differences in the simulated fields 

after 2 h (Figure 44d) show that the cooling and deepening of the stable 

layer with the imbedded easterly winds was proceeding at a much slower 

rate than initially and had reached a quasi-steady state. 
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Figure 44. Wind and potent i al temperature fields for Case 1 
( contour interval - 1 K) for (a) at sunset and 
(b) at sunset + 0.5 h. 
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Figure 44. Wind and potential temperature fields for Case 1 (contour interval - 1 K) for ( C) at sunset + 1 h and ( d) at su nset + 2 h. 
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Cont rasted w·th these res ults is the solution from the Case 2 

simulat ion i nit i alized with u = 5 m s- 1, a relatively light geostrophic 
0 

wind speed (F igur~ 45a-h) . Figu re 45a shows the mode l state at sunset. 

The i nitia l mixed boundary layer is 1300 m deep over the lower terrain 

and 700 m deep o er the blocking rid ge to the east, show i ng little 

potentia l temperature gradient across the domain. Over the flat terrain 

to the east and t he low e .evation sloping plain, the initially west wind 

increases in speed with height following the external logarithmic 

profile. To conserve mass at the inflow and outflow boundaries, the 

model produced a slight acceleration of the winds above the high terrain 

on the eastern side of the domain. Speeds were 5.0 ms-lat 25 m AGL 

and increased to a maximum of 7.5 ms-lat 530 m AGL as opposed to 

4.1 ms-land 4.8 ms-lat the same elevations farther upwind. Above 

the maximum, the speeds decreased with height above the high terrain to 

become more uniform across the domain. The appearance of this jet 

coincides with the top of the neutral layer and does not appear to 

adversely affect the si~u l ations. 

By 30 min a ter su set (Figure 45b), su ~face cooling has produced a 

125 m deep stable layer with a 0.5-0.7 m s-l drainage flow that extends 

midway up the steep slope. This easterly drainage has replaced the 2.0-

3.0 m s-l west wind present initially. Over the upper part of the steep 

slope and the ridge to its east, the winds remain westerly but the 

speeds have decreased to less than 1.0 m s-1• Unlike the previous case, 

the strength of the drainage remained unchanged 1 h after sunset (Figure 

45c), but the depth of the stab e layer increased as the shear produced 

by the overlying winds opposing the drainage flow acted to mix the cold 

surface air upward. he horizontal velocity convergence formed in 
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response to the adverse pressure gradient compensated for the downward 

component of the slope flow. By this time, the drainage flow extends 

over the entire length of the st eep slope and a stable l ayer formed over 

the high plateau to the east. The vertical grid resolution in the model 

is probably inadequate to completely resolve the details of these very 

shallow layers produced early in the evening transition period. 

However, the bulk effect of the simulated layer structure is realistic. 

Figure 45d shows the boundary layer 90 min after sunset. The 

strength of the low level drainage flow increased to 1.0 ms-las the 

increased depth of the stable layer removed the frictional effects of 

the overlying westerly winds. An easterly cold thermal wind formed with 

a maximum speed of 3.4 m s-l 75 m AGL at x = 10.0 km. This coincided 

with the location of a perturbation in the potential temperature field 

associated with the buildup of cold air above the low flat plain on the 

western end of the domain. Farther to the east, the thermal wind speeds 

averaged 2.0 ms-land appeared at the top of a very stable surface 

based layer which underlies a much deeper and less stable transition 

layer reaching 200 m AGL over the sloping plain. The depth of the 

stable layer above the steeper slope is only 100 m deep as much of the 

air cooled there has drained westward. The two layer thermal struc·ure 

and the horizontal convergence became even more evident 2 h after sunset 

(Figure 45e). A strongly stable surface inversion extended 125 m AGL 

over the length of the low sloping terrain with its top following the 

slope of the underlying topography. The lapse rate (ae/az) through this 

layer was 0.07 Km-las opposed to 0.01 K m-l in the 100 m deep 

overlying transition layer. The top of the transition layer did not 

exhibit the slope found at the top of the surface based layer but was 
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.near ly horizontal and decreased irr thic kness ~ith i ncreas i ng surf ace 

elevation. Drainage wind speeds remained between 0.5 and 1.0 m s-1• 

The el evated thermal circu lation ma·ntained speeds near 2.0 ms-lat 75 

m AGL with the winds t urning westerly above t nis level. The effects of 

the stable air mass on the boundary layer flow field can be seen by 

following the horizontal train of vectors 22: m above the reference 

level from -west to east in Figure 45e. At this level over the flat 

plain on the w2st, the air was still in the mixed layer overlying the 

stable transition region. Farther to the ea5t, however, the cooler air 

was more elevated and produced an adverse pressure gradient to the 

geostrophic wind, thereby forcing horizontal convergence and flow 

reversal near the blocking barrier. At this point, the evening 

transition period was nearly complete as the nocturnal flow regime 

became established and the boundary layer e·,olved more slowly. 

By 3 h after sunset, a 200 m deep pool of very stable air had 

developed over the flat plain from the accu ulation of cold air moving 

away from the higher terrain (Figure 45f). Potential temperatures in 

the lowest layer were 299 Kover the flat plain and increased slightly 

with increased surface elevation. Although the surface inversion was 

still 75 m deep over the sloping plain, the total depth of the stable 

layer extended to 275 m above the referenc~ level as vertical mixing and 

advection of the cold air continued in the transition layer. As before, 

the top of the transition layer was nearly horizontal showing a slight 

upward tilt from west to east, ut with significantly less slope than 

the underlying topography. Easterly winds extended through a 125 m deep 

layer above the sloping plain with the ma :<imum near 2.0 m s-l still at 

75 m AGL, the top of the surface inversion. Shears ranging from 
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-1 1 0.05 s in the lower part of t he transiti on l ayer t o 0.02 s- at t he 

t op of the transiti on l ayer co ntinued t o mix the co l d ai r vert i ca l ly. 

At 275 m above t he refe rence level, t~e average hor i zonta l velocity 
-4 -1 convergence between x = 5.0 km and x = 15. 0 km was 1.7 x 10 s , 

approximate ly the amount needed to compens ate for the vertica l component 

of the slope flow. Drainage off of the steeply sloping section prevents 

a deep stable layer from forming, although a 200 m deep slightly stable 

layer has developed by this time over the elevated plateau to the east. 

The boundary layer structure changes little in the next hour and 

ach i eved the state shown in Figure 45g 4 h after sunset. Since it 

appears that the boundary layer was evolving very slowly at this point, 

much can be gained by detailing the quasi-steady structure produced by 

the model. The low level drainage flow starts nearly 2/3 up the steep 

slope to the east with speeds of 0.2 m s-l which increase to 0.7 m s-l 

1.5 km down the slope. From this point to the intersection with the 

sloping plain at x = 18. 75 km , the drainage flow speeds vary little. 

Although the speeds are less than 1.0 m s-l above the drainage over the 

steep slope, t hey rema i ned westerly throughout the simulation thus far. 

Over the sloping plain, the drainage flow weakens slightly to 0.5 m s- l 

but i s very constant over the entire length of the plain and continui ng 

onto the short flat section to the west. The easterly wind maximum 

st i ll was located 75 m AGL over the terrain west of the steep slope. 

Easterly wind speeds decreased from 1. 8 ms-lat the maximum to 0.5 m 

s- l at 125 m before becoming westerly above this level. The wind 

profi le over the entire lower region encompassing both the flat and 

sloping plains was remarkably constant from one location to another. 

From 175 m AGL to 375 m AGL, the westerly wind speed increased sharply 
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-1 -1 with height from 1 .2 ms to 4.3 m ·s then i ncreased more gradua lly at 

higher elevations . 

Potential temperature values at 25 m AG L were near 300 K under the 

cold pool on the west and increased l i nearly wi~h distance up the 

sloping plain to 311 K at the base of the steep slope. Interestingly , 

the surface layer was nearly adiabat ic over the steep slope leading to 

the high plateau; potential .temperature values at 25 m AGL increased 

only 1.5 K from base to summit, alt ough the total change in elevation 

was 500 m. Above the western plain, the vertical potential temperature 

structure exhibited the two level pattern seen earlier in the 

simulation. The lapse rate between 25 m AGL and 125 m AGL was 0.1 K 
-1 m , about twice as stable as would be realistically expected of 

nocturnal boundary layers over flat terrain. This was primarily due to 

the very large amount of cooling which occurred in the lowest model 

layer. However, between 175 m AGL and 325 m AGL, the lapse rate was 
-1 0.017 Km , a value i n the range of those typically found in the 

observational program. Above 325 m AGL, the boundary layer was nearly 

neutrally stratified with little change in potential temperature 

occurring in the 4 h since sunset. At x = 15~0 km, the potential 

temperature structure was similar, but the lower layer exhibited a much 

more realistic profile. Like the profile over the flat plain, the 

lowest layer extended to 125 m AGL, but the lapse rate at this location 

was a more realistic 0.06 K m-1• Between 175 m AGL and 325 m AGL, the 

lapse rate was near 0.01 K m-l or isothermal in absolute temperature. 

Above the transition layer, the atmosphere was nearly neutrally 

stratified as would be expected. Over the steeper slope and high 
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plateau, potential temperatures were · only 2.0-3.0 K cooler than the 

neutral layer and the stable layer was just 125 m deep. 

Figure 45h shows the boundary layer 5 h after sunset. As can be 

seen, the boundary layer evolution was very slow at this point with the 

transition l ayer slightly cooler and deeper than 1 h before this time. 

Figure 46 shows 30 min averages of the dominant terms in the 

thermodynamic energy equation in a column located at x = 15 .0 km. The 

advective and vertical diffusion terms were of the order of 10- 4 -

10-3 K s-1, three orders of magnitude higher than the horizontal 

diffusion contribution, although the total cooling rates were small. 

Typically, the advection terms were of like magnitude, but opposite in 

sign, resulting in the vertical diffusion term providing a substantial 

amount of the total cooling. Analysis of the simulation past this point 

would be redundant, since a quasi-steady state had been reached. It was 

obvious from a comparison of the results of this simulation with those 

from the no wind case that vertical wind shear is necessary to properly 

diffuse the cold air upward and build the transition layer. The absence 

of an ambient wind removes the shear and prevents the model from 

realistically simulating NBL development. In reality, small scale 

circulations and terrain features which are not resolved in the model 

would combine to mix the cold air vertically in "no wind" situations to 

a greater depth than was simulated in Case 1. 

2. Simulation of mesoscale boundary layer evolution through 
a diurnal cycle. 

There were two purposes for simulating the complete diurnal 

boundary layer evolution despite the emphasis of this study on NBL 

behavior. First, insight into the morning transition period had been 
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Figure 45. Wind and potential temperature fields for Case 2 
(contour interval 1 K) for (c) at sunset+ 1 h 
and (d) at sunset+ 1.5 h. 
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Figure 45. Wind and potential temperature fields for Case 2 
(contour interval - 1 K) for (e) at sunset+ 2 h 
and (f) at sunset+ 2.5 h. 
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Figure 45. Wind and potential temperature fields for Case 2 
(contour interval - 1 K) for (g) at sunset+ 3 h 
and (h) at sunset+ 5 h. 
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gained through analys i s of earlier model studies on both the valley 

scale and a slightly larger sca l e in an elevated mountain basin (Bader 

and McKee, 1983, 1985; Banta, 1982). A comparison of the morning 

transition over the mesoscale terrain to these earlier studies was 

appropriate, despite the absence of a complete observational data set. 

Secondly, the validity of the model formulation and configuration used 

in the program could be tested by simulating the diurnal structure in 

the absence of larger synoptic scale changes. The first attempt at this 

simulation used the narrow domain configuration, but the solution was 

unrealistic in the last several hours before sunrise. The cold air pool 

over the flat plain slowly built eastward late at night until an 

excessively stable inversion layer extended over the sloping plain. 

this was due to the continued drainage of cold air onto the plain and 

the inability of the lateral boundary condition to allow the flow to 

continue westward as would happen in reality. Because of this problem, 

the longer slope domain was used which was more representative of the 

actual terrain in the observational study region. 

Following the initialization of the model with u = 5 m s-1, 
0 

surface cooling was initiated with the boundary layer structure shown in 

Figure 47a. Because the total domain was twice as wide as the narrow 

domain, the width to depth ratio was changed in the plotting program to 

keep the same vertical resolution. Consequentially, slopes appear 

steeper than in the previous figures. The addition of the extra section 

of sloping plain added 300 m to the total height of the high plateau, 

but the difference in elevation between the base of the steep slope 

leading to the plateau and the plateau summit was kept at 500 m. The 

wind profile over the flat plain followed the externally imposed 
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logarithmi c distr~butiJn. Over the -slopi ng pla i n, the wi nd profi le 

ad j usted to maint ai n it s logarithmic shape, but wit h more shear so th at 

the velocities became nearly horizontally unifo-m 1000 m above t he 

reference level with a speed near 4.6 m s-1• The initial wind speeds 

over the plateau were 1.0-1.5 m s-l higher than in t he narrow domai n 

case as a result of t he velocity adj ustment necessary to conserve total 

mass flow, but this effect was insigni f icant. The initial neutral .l ayer 

top was 1300 m aoove the reference level and was nearly horizontal 

across the domain, with a slight i ncrease in h2 i ght over the higher 

terrain to the east. 

The early part of the simulat ion proceecs sim ' larly to the narrow 

domain case (hereinafter referred t o as the reference case). After 30 

min (Figure 47b) the lowest grid layer cooled 3.0-4.0 Kand a 0.4-0.6 m 

s-l drainage flow developed along the length of the sloping plain and 

steep slope to its east. By 1 h after sunset (Figure 47c), the cooling 

extended to 75 m AGL above the long slope an d resulted in a decrease in 

wind speed of 1. 0 ms-lat this level. A wecker stable layer was also 

developing over the high plateau from the di f fusion of cold surface air 

upward in the presence of the strong shear. After 2 h, the two layer 

thermal structure evident in the reference c3se appeared in this 

s i mul at i on as well (Figure 47d). The cold . surface inversion layer was 

125 m deep over the lower terrain encompassing both the flat and sloping 

pla i ns. The l apse rate through the lowest 100 m was 0.1 K m-l whi le in 

the 50-100 m deep transition layer it was 0. 013 K m- 1• A 1.1-1.3 m s-1 

cold thermal flow develo ped at the top of t ~e surface inversion layer, 

produci ng strong shears near 0.04 s-l in the layer between 125 and 

225 m AGL. Like t he reference case, a perturbation in the potential 
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temperature appeared at the junction. of the flat and sloping plains due 

to the velocity convergence of the low level east winds from the higher 

terrain. 

Three hours after sunset, the evening transition was complete with 

the two layer wind and thermal structure firmly established over the 

sloping plain (Figure 47e). The layer of easterly winds reached 

125 m AGL over a horizontal area from x = 41.0 km to the western 

boundary. East of this point, the west wind speeds had dramatically 

decreased since sunset and were less than 0.5 m s-1• Below this level, 

the wind profile had changed very little in the previous hour. 

Potential temperature values at 25 m AGL increased slightly with 

distance east from the base of the sloping plain. Over the steeper 

slope, the 25 m AGL values varied slightly from 310 K near the base to 

311.5 Kat the summit. The surface inversion layer still extended to 

125 m AGL with the top of the transition layer reaching 225 m AGL. Two 

hours later (Figure 47f), the thermal structure very much resembled that 

found in the reference experiment at the same time. The growing 

transition layer displayed a decrease in thickness from west to east, 

much like the tilt that was seen in the reference case, although it is 

much more evident here because of the increased sloping plain length and 

the more exaggerated plot. Velocities in and above the transition layer 

were also similar to those in the reference simulation. One major 

difference between this simulation and the reference case was the speed 

of the wind maximum at the top of the surface inversion layer. Whereas 

the speed increased slightly from east to west in the previous 

simulation, the total change was less than 0.3 m s-1• The increased 

length of the sloping plain in this experiment allowed for a parcel to 
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accel erate i n the pressure gradi ent hrough a greater dis t ance bef ore 

encounter i ng the co ve rgence region over the fl at plain. Subsequent ly, 

the speeds in thi s simulat ion increas ed in speed from 2. 0 m s-l to over 

5.0 m s-l near the base of the slopi g plain. 

After this time the boundary layer structure changed much more 

slowly as the surface cooling rate decreased. Figure 47g shows the 

simu l ated fields 9 h after sunset. The surface inversion l ayer had 

grown slightly over the sloping plain to 175 m AGL, but was deeper over 

the flat plain whe re it reached 27 5 AGL. Th e lowest layer potential 

temperatures over the flat region ha d cooled t-0 an unrea l istically low 

value of 285 K. The Ri value had been exceeded co tinuously for 
C 

several hours, preve ting the diffusion of the cooled air upward. Above 

this layer, however, the potential temperature profile is more typ i cal 

of those observed over low-lying regions in the study area. The 

transition layer was not well defined with the lapse rate changing 

continuously with height. -1 A weak westerly 0.5-0.7 ms wind was 

present at 25 m AGL. Easterly winds existed through a layer between 

75 m AGL and 225 m AGL having a maximum speed of 2.5-2.7 m s-l in the 

layer center. Above the easterly ayer, the west winds increased in 
- 1 1 speed from 1.9 ms at 275 m AGL to 5.0 ms - at 870 m AGL. 

Over the slop ·ng pla i n, the isentropes in the surface inversion 

layer closely followed the slope of the underlying terrain. Thermal 

structure had changed ittle in the past 4 h. Potential temperature 

values i n the lowest 100 m AGL actually rose 1.0-1.5 K as the cooling 

rate could not compensate for the advective warmi ng in the drainage 

flow. Except near either end of the sloping plain, very little gradient 

remai ned along the surface. The top of the transition layer was more 
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horizontal, causing its thickness t~ decrease with distance from the 

flat plain, as was noted earlier. Similarly, very little change 

occurred over the steep slope and high plateau, except for a slight 

warming in the lower layers due to the drainage of the colder air 

westward. The corresponding wind structure over the sloping plain was 

also very uniform. East winds were present below 125 m AGL with a 
-1 maximum of 3.0-3.2 ms at 75 m AGL. Strong shears were present as the 

easterly flow sharply decreased in speed to 0.2 ms-lat 175 m AGL and 

shifted to a westerly 2.0 m s- 1 flow at 225 m AGL. Above this level, 

the wind speed increased with height, reaching 5.0 ms-lat 680 m AGL. 

By sunrise, the surface cooling had decreased to such an extent 

that mass adjustment had sharply reduced the pressure· gradients driving 

the easterly winds. As a result, the isentropic surfaces were 

horizontal and the strong inversion layer was limited to the region over 

the flat plain and adjacent section of the sloping plain (Figure 47h). 

Westerly flow was reestablished in the lowest 125 m AGL over the flat 

plain due to the reduced strength of the drainage and cold thermal 

flows. Despite this, elevated weak east winds were still present in a 

layer between 175 m AGL and 275 m AGL. Easterly flow did not appear in 

any level west of x = 17.8 km. Above the flat plain, the two-level 

thermal structure was more pronounced than earlier, with a strong 

surface inversion layer reaching 175 m AGL topped by a much less stable 

transition layer extending to 680 m AGL. The lapse rate through the 

lower layer was 0.075 K m-l while the lapse rate through the transition 

layer varied from 0.015 K m-l in the region overlying the inversion 

layer to 0.007 K m-l near its top. 
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Over the slopi g plain , lapse rates were similar to those in the 

transition layer. The strong surface inversion containing the drainage 

flow present earlier co uld not be maintained ag3inst turbulent shear at 

the top or the mass adjustment which occurred t-0 weaken the east-west 

pressure gradient. The l ayer of eas erly winds above the surface was 

125 m deep with maximum velocities between 1.0 ms-land 2.3 m s-1, a 

50% speed reduction from earlier. Above the ·east wi ds, the westerlies 

increased in spe€d wi th heig ht, producing moderate ly strong shear values 

of 0.024 s-1• TKE val es indicated that the trans i tion layer was 

turbulent through its de pth , with more vigoroLs turbulence near the top 

of the layer where the stability was much wea ker. Over the steep slope 

and high plateau, the dra inage wind was overpowered by the prevailing 

westerly flow mixing hrough the nearly adiabatic layer above the 

surface, altho gh the westerly speeds between 25 m AGL and 75 m AGL were 

genera ll y less than 2.0 m s-1, compared to tre 4.0-5.0 m s-1 present at 

125 m AGL. 

One hour after the initiation of surface heating (model sunrise), 

the westerly surface flow over the flat plain penetrated to x = 26.0 km 

(Figure 47i). Speeds in the easterly flow layer decreased to less than 

1.5 ms-land potential temperatures 25 m AGL rose 2.0-3.0 K, with 

1itt1e change above the owest layer. Over the slopi~g plain, easterly 

wind speeds declined and the east wind 1aye~ was only 100 m deep. East 

of x = 20.0 km, surface heating produced a neutral layer extending to 

75 m AGL at the western end and reaching over 500 m AGL near the base of 

the steep slope. An al ong-slope potential temperature gradient also 

became established as a deeper CBL quickly developed over the upper part 

of the s1ope. Over the steep slope, the weak heating was sufficient to 
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remove the overlying weakly stable layer and allow the westerly winds to 

diffuse to the surface. Two hours after sunrise (Figure 47j), 0.5-

1.5 ms-least winds remained in a thin layer between 175 m and 225 m 

above the reference level and extended from the flat plain to 

x = 23.0 km. This region corresponds to the top of the weakened 

nocturnal surface inversion layer which remained over the lower 

elevations. A 75 m deep CBL developed under the inversion base and the 

synoptic westerly flow was reinforced at the surface by the warm thermal 

wind along the sloping plain. Wind speeds at 25 m AGL varied between 

0.5 ms-land 2.0 m s- 1, indicating the flow was quite turbulent, as 

would be expected. CBL depth increased with distance east of the flat 

plain, a result of the weaker overlying sunrise stability at higher 

elevations. Above 175 m AGL, the wind profile was much more 

horizontally uniform, except for the region on the eastern side of the 

domain still under the influence of the inversion layer. 

Figure 47k shows the boundary layer structure 3 h after sunrise. 

By this time, the increased surface heating rate had eliminated all 

easterly flow, although a region of weak westerly flow with speeds less 

than 1.0 m s-l was present above the flat plain. The influence of the 

nocturnal surface invers i on was also still apparent at that time, with a 

strong stable layer capping the cold 75 m deep CBL over the flat plain. 

East of x = 40.0 km, the boundary layer was neutrally stratified to 

1300 m AGL with a fully mixed velocity profile. West of this location, 

the remnants of the quasi -isothermal transition layer overlying the 

surface based CBL extended to 750 m above the reference level. One hour 

later, the CBL over the plain had grown to 275 m AGL and was still 

capped by a strong 2 K inversion (Figure 471). Except for the weaker 
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winds under the pl ai ns inversion, st rong west erl y -f l ow was present 

through the model depth, wi th speeds increasing smoothly with height 

from near 2.0 ms-lat 25 m above the refe rence level to over 5.0 m s-l 

at 1200 m. Wind speeds were 0.5 m s-l higher n~ar the surface where 

thermal effects were strongest. 

The morning transiti on was nea r ly complete 5 h after sunrise 

(Figure 47m). The bou dary layer was neutrally stratified east of 
-x = 35.0 km and an east west potential temperat ure grad ient was 

developing in response to the heati ng of the hi gh plateau. As a result, 

wind sp eeds in the lowest 700 m above the reference level had increased 

1.0-2.0 m s-l in the preceding hour. The last remnants of the nocturnal 

stable l ayer were st i ll present over the flat plain and lower sect i on of 

the sloping pla i n, but were nearly destroyed by the growing CBL. An 

hour later (Figure 47n), the daytime boundary layer was nearly fully 

developed with a well mixed westerly flow once aga·n present through the 

depth of the CBL and only a thin and weakly stable region remaining from 

the NBL. Wind speeds over the sloping plain ranged from 2.0- 3.0 m s-l 

at 25 m AGL and increased in speed with height to over 5.0 ms-lat 

600 m AGL. CBL potential temperatures over :he eastern half of the 

domain were near 315 K, the initi al CBL temperature at sunset. Both the 

wind and potential s ructure very closely resembl ed the initial state at 

sunset, thereby completing the diurnal cycle. 

3. Factors af fecting nocturnal boundary layer development. 

Five simulations were executed to dete mine the effects of wind 

speed, direction and initial CBL depth on t1e NBL evolution. Wind speed 

effects were exami ned in Cases 4 and 5, which were initialized 

i denti cally to the reference case (Case 2) except that u was set to 
0 



156 

(a) CASE 3 -- DIURNAL CYCLE 

X 

N 

{b) 

X 

N 

1177.0 ...-------------------------f~ 
10•2 . 0 

116 . 0 

722 . 0 

•Jl . 0 

565 . 0 

500 . 0 
,so .o 
•00 . 0 
350 . 0 
J00 . 0 
250 . 0 
200 . 0 
150 .O 
100 . 0 

50 . 0 

10•2 . 0 

•22 . 0 

11, . 0 

722 . 0 

•Jl . 0 

,,,.o 
500.0 
•50 . 0 

•oo.o 
JW . 0 
:ioo .o 
~ .o 
200 . 0 
150 . O 
100 . 0 
50 . 0 

> 

> 
> 

> > > 
0.0 6 . 0 12 . 0 11 . 0 2•.0 J0 . 0 J6 . 0 •2 . 0 •1 . 0 5• . 0 .0 . 0 

XIKMI 
4 M/S Y • O. OKM POTENTIAL TEMP TIME• 0.MIN 

CASE 3 -- DIURNAL CYCLE 

0 . 0 .................. 
o.o • .o 12.0 11 .0 2• .o JO .o :i..o •2.0 •• .o s• .o .0.0 

XIK"I 
, MIS Y • O. OKH POTENTIAL TEHP TlHE• 30 ."iN 

Fi gure 47. Wind and potential temperature fields for Case 3 
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Figure 47. Wind and potent i al temperature f i elds for Case 3 
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Fi gure 47. Wi nd and pot enti al temperature fields for Case 3 
(contour i nterval - 1 K) for (e) at sunset+ 3 h 
and (f ) at sunset+ 5 h. 
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Fi gure 47. Wind and potent i al temperature fields for Case 3 
(contour interval - 1 K) for (i) at sunrise+ 1 
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3.0 ms-land 7.0 m s-l respectively~ The effects of seasona l 

differences in NBL devel opment were s ·mulated in Case 6, which was 

initia l i zed with a mu ch more sha l low af t ernoon CBL, the most si gni fican t 

variable characterist i c of daytime boundary layer structure from surrmer 

to winter. Cases 7 and 8 were 3-0 simulations executed to ascerta i n the 

effects of wind direction on NBL structure. Case 7 had an initial ly 

southwest flow field and Case 8 was initializej with a south wind; i n 

b h 1 h. . d d ( 2 2)0.5 5 O -1 ot cases, tot a geostrop 1c wi n spee s u
0 

+ v
0 

were . m s • 

a. Effects of wind speed. Fi gure 48a srows the initial state in 

the Case 4 simulation (u = 3.0 m s-1) with a deep surface based ne utral 
0 

layer and well mixed wind profile. Wind speeds over the flat and 

sloping plains were less than 1.0 ms-lat 25 m AGL but increased 

logarithmicall y with height to 3.0 m s-l near the CBL top at 1300 m AGL. 

By 1 h after sunset (Figure 48b), the surface inversion layer had formed 

over the lower e evations and a 0.5 m s- l drainage flow had devel oped at 

25 m AGL. -1 The d ainage strengthened to over 1.0 ms over the steeper 

slope and extended t o the summit of the high plateau. Two hours after 

sunset , the transi t ion layer had started to develop over the surf ace 

inversi on layer (Fi gure 48c). The lapse rate over the sloping plain was 

0.09 K m- l between 25 m AGL and 125 m AGL and 0.015 K m-l in the 

overlying transition layer which extended to 275 m AGL. A 100 m deep 

easterly col thermal wind formed at the top of the surface inversion 

with maximum speeds between 3.8 ms-land 4.0 m s-1, about 1.5 times 

stronger than those observed in Case 2. West winds were still present 

in the transition l ayer, but the speeds th~re had been reduced to less 

than 2.0 m s-1• Over the steep slope, the layer of east winds remained 

confined to the lowest 25 m with speeds near 1.0 m s-1• 
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Two hours later (Figure 48d), the layer of easterlies had grown to 

175 m AGL as the stable layer cooled slightly. The top of the 

transition layer was nearly horizontal at this time and extended to 

275 m above the reference level. Maximum wind speeds in the easterlies 

remained steady near 4.0 ms-lat 75 m AGL over the sloping plain. Wind 

speeds 50 m above the maximum had increased in strength from 0.8 m s-l 

2 h previously to near 2.0 m s-1, producing wind shears of 0.027 m-l 

through the 150 m deep transition layer. Winds over 275 m AGL had 

remained nearly constant since sunset. The structure over the steeply 

sloping section was relatively unchanged during the 2 h period. 

Analysis of the model solution 5 h after sunset revealed little contrast 

from the 4 h structure (Figure 48e). Over the lower section of the 
. 

sloping plain, the surface inversion layer reached 175 m AGL with the 

overlying transition layer extending to 325 m AGL. These levels are 

somewhat arbitrary as vertical mixing produced a continuously varying 

vertical lapse rate. The cold thermal wind had weakened by 0.3 m s- 1, a 

result of the reduced surface cooling rate and a slight weakening in 

horizontal pressure gradient at the top of the .surface inversion. 

Figure 49a shows the initial state of the boundary layer for Case 5 

(u = 7.0 m s-1). The structure was similar to that in Cases 2 and 4, 
0 

except that the winds were stronger, 2.6 ms-lat 25 m AGL increasing to 

7.0 ms-lat 1300 m AGL over the lower elevations. Above the high 

plateau, wind speeds near the surface were over 7.0 ms-land increased 

with height to a maximum of 10.0 m s-1 980 m AGL in order to satisfy the 

domain-wide mass continuity conditions. Initially, the neutral layer 

top was 1300 m above the reference level and was nearly horizontal over 

the width of the domain. After 1 h (Figure 49b), the surface inversion 
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Figure 48. Wind and potential temp 2rature fields for Case 4 
( contour interval - 1 K) for (a) at sunset and (b) at sunset + 1 h. 
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Figure 48. Wind and potential temperature fields for Case 4 
(contour interval - 1 K) for (c) at sunset+ 2 h 
and (d) at sunset+ 4 h. 
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was 75 m deep and contained a 0.5 m ~-l drainage flow at 25 m AGL with a 

weak 0.1-0.3 m s-l westerly flow at 75 m AGL. Unlike the previous 

cases, the east winds did not appear over the steep slope, but the 

westerly speeds were reduced by 1.0-1.2 m s-l in the hour since sunset. 

The transition l ayer had formed by 1 h later (Figure 49c) and reached 

275 m above the reference level. Unlike the other cases, the surface 

inversion layer depth decreased with increasing surface height, and the 

transition region had a near constant depth. While the surface 

inversion extended to 175 m AGL over the plain, it is 50 m lower at 

x = 12.0 km, roughly the difference in surface elevation between the 

locations. An inversion layer also formed over the steep slope as the 

strong westerly wind prevented the cold lower layer air from rapidly 

draining to lower elevations. A 1.1-1.4 m s-l cold thermal wind was 

present at 75 m AGL over the sloping plain, producing shears through the 

transition layer of 0.03 s-1• 

By three hours after sunset (Figure 49d), the total stable layer 

depth was over 300 m above the reference level, higher than that found 

5 h after sunset in Case 4 and slightly higher than its depth at the 

same time in Case 2. A small mountain wave started to develop at the 

base of the sloping plain and the along-slope thermal gradient indicated 

cold air pooling, a process consistent with the variable inversion layer 

depth seen 1 h previously. The strong winds forced a low level mass 

convergence and inhibited the flow of cold air west of the base of the 

sloping plain. The cold thermal wind retained its 1.4 m s-l speed above 

the sloping plain, but maximum easterly speeds over the flat plain were 

less than 1.0 m s-1• Strong shears were still present through the 150 m 

deep transition layer, enhancing the vertical mixing of cold air. 
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Figure 49e shows the pooling effects 4 h after sunset with the 

isentropic surfaces be ·ng nea rly horizontal, even in the lowest layers. 

Elevated flow blocking appeared with the dividing streamline lying 

approximately 325 m belo the elevation of the high plateau over the 

flat plain to the west. Using the lapse rate in the layer between 

175 m AGL and 275 m AGL, a wind speed of 7.0 ms-land a barrier height 

of 625 m, the t eoretical dividing streamline from (7) would be 265 m 

below the ridge line, wh ich gives reasonably good agreement with that 

observed in the model solution. A though blocked flow was present in 

the other simulations, it was mostly confinec to the lowest 200 m above 

the surface. ~n this case, the stable layer had built through a 

considerable depth, even above the steep slope where the inhibition of 

the drainage wind caused a cold air convergence through a 200 m deep 

stable layer. Vertical mixing produced a 125 m deep stable layer over 

the high plateau as well. 

Figu re 49f shows the boundary layer structure 1 h later and it 

appears that a quasi-steady state was achieved. The low-level cold air 

pooling resul ted in a 275 m deep inversion ayer that became more 

shallow with increased surface elevation. The transition layer top 

reached 530 m above the reference level, much higher than in either of 

the previous cases. Low-level winds over the sloping plain remained 

easterly below 125 m AGL and a weak drainase with speeds less than 

0.5 m s-l was established over the base of the steep slope. Vertical 

mixing produced a smoother velocity profile with less shear, resulting 

in a continuously varying lapse rate with 1eight. Stability over the 

lower half of the steep slope was reduced as the convergence of air 

below the dividing streamline formed a near neutral layer, ana logous to 



(a) 

:c 

N 

{b) 

:c 

N 

170 

CASE 5 -- 7 HIS U UlND 
1177 . 0 

10•2 . o _____ __,,., 

,22 . 0 

) ) ) 
., • . o ) ) ) 

722.0 

OJB . O 

500 . 0 

•50 . 0 

400 . 0 

350 : 0 

300 . 0 

2'0 .0 

200 . 0 

150 . 0 

100 . 0 

50 . 0 
0 . 0 L.,.....,.. .................................. _iiii _______ . •. • ii,.;..1111• ---

0 , 0 J . 0 • . o , . o 12 . 0 15 . o 11 . 0 21.0 2• . o 21 . 0 
XIKHl 

4 H/S Y • O. OKH POTENTIAL TEHP TlHE• O. H!N 

CASE 5 -- 7 HIS U UlND 
, 111 . 0 

10,2 . 0 

,22 . 0 

., • . o 

722 . 0 

.311 . 0 

5•5 . 0 

500 . 0 

•so .o 
•oo .o 
350 . 0 

300 . 0 

2'0 . 0 

200 . 0 

150 . 0 

100 . 0 

50 . 0 

o . o 
a.a l . O • . o , . o 12 . 0 1s . o 11 . 0 2 1. 0 2• . o 21 . 0 

XIKHl 
Y • O. OKH POTENTIAL TEHP TIHE• C.O . HIN 

Figure 49. Wind and potent ial temperature fields for Case 5 
(contour interval - 1 K) for (a) at sunset and 
(b) at sunset+ 1 h. 
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Figure 49. Wi nd and potential temperature fields for Case 5 
(contour interval - 1 K) for (c) at sunset+ 2 h 
and (d) at sunset+ 3 h. 
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the constant dens i ty layer observed by Baines (1985) in laboratory 

studies of blocked flow. 

b. Effects o afternoon boundary layer depth. This simulation 

required a different initializatio procedure to properly form the 

desired "sunset" state. The specified potential temperature profile 

prior to dynamic initialization replaced the surface based neutral layer 

with an isother~al lapse rate that extended t o 1250 m above the 

reference level. Followi ng the 1 h dynamic initialization with 

u = 5.0 m s-1, surface eating was initiated for a 3 h long period with 
0 

w1 81 = 0.10 Km s-1• After the 3 h heating period, surface cooling was s 
initiated with a reduced cooling rate more typical of winter conditions. 

The resulting boundary layer structure is shown in Figure 50a. The 

neutra l layer extended to 530 m above the reference level over the lower 

elevations and sloped sightly upward toward the east so that it was 

800 m above the reference level over the high plateau. Winds were from 

the west throughout the domain, but, unlike the other cases, the 

initialization significantly altered the logarithmic profile. Over the 

low-lying plains, wind speeds in the neutral layer ranged from 0.8 m s-l 

at 25 m AGL to 1.2 ms-lat 475 m AGL. Abo~e this level, strong shear 

was present and the speeds increased to near 7.5 ms-lat 980 m AGL and 

reached a maximum over 8.0 m s-1 at 1420 m AGL. Above the steep slope, 

wind speed~ at 25 m AGL increased with distance up the slope from 

1.0 m s-1 at the base to over 4.0 ms-lat the summit. As before, wind 

speeds above the elevated terra i n were higher than those over the lower 
-1 elevations to insure mass continuity. Maximum speeds reached 10.0 ms 

at 650 m AGL over the high plateau. This "nitial condition may not have 

been in steady state because of the nearly blocked flow below the 
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elevation of the high plateau. However, based on the CSU 84 

observations, it was a realistic initial condition. 

One hour after sunset (Figure 50b), the surface inversion layer had 

formed over the lower elevations, but was slightly deeper and less 

stable than those simulated in the other experiments at the same time 

because of the lower surface cooling rate. The lapse rate through the 

lowest 175 m was 0.025 K m- 1, a much more realistic value than was found 

in the other simulations. The shear produced by a weak low-level 

drainage flow formed a thin transition layer over .the surface inversion. 

Above the sloping plain, the drainage flow was 50 m deep with a maximum 

speeds near 1.5 m s-l at the base of the steep slope that decreased to 

0.5 ms-lat the western end. A weak 0.3-1.4 m s-l easterly flow 

extended halfway up the steep slope with westerly flow over its upper 

section. Wind speeds through the neutral l ayer remained less than 

2.0 m s-l although slight increases were noticed in the hour since 

sunset, most probably because of the reduced surface friction. 

After 2 h, the two layer thermal structure evident in prior 

simulations was seen in the solution to this case as well (Figure 50c). 

Over the lower elevations, both the surface inversion layer and the 

overlying transition layer generally followed the topography. The 

inversion layer still extended to 175 m AGL and the transition region 

occupied a 100 m deep layer above that. Over the steep slope, the 

inversion extended only to 75 m AGL because of the drainage of cold air 

westward. A deeper but less stable inversion layer formed over the high 

plateau to the east and merged with the overlying free atmosphere. As a 

result, a wedge of neutrally stratified air was all that remained of the 

afternoon CBL. The layer of easterly winds reached 125 m AGL over the 
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sloping plain with a maximum of 1.8-2.0 ms-lat 75 m AGL. Winds above 

the easterlies remained nearly steady. Over the steep slope, the 

drainage was confined to the lowest level and extended eastward to 

x = 23.5 km. Winds east of this location were westerly, but speeds were 

less than 0.5 ms-lat 25 m AGL. Above this level, the speeds increased 

sharply with height to 7.0 ms-lat 475 m AG. 

Figure 50d shows the state of the boundary layer 3 h after sunset. 

East winds over the sloping plain reached 175 m AGL with a broad maximum 

of 1.4 m s-1 between 125 m AGL and 175 m AGL. Stong shears were 

present through the transition layer as the wind direction turned 

abruptly west. Wind speeds above the transition l ayer were over 

2.5 ms-lat 325 m AGL and increased in speed with height to 6.0 m s-l 

at 680 m AGL. These values were 1.0-2.0 m s-l higher than 1 h 

previously as the near neutral layer contraction reduced the effective 

surface friction. The top of the transition layer was more horizontal 

than was seen earlier, lying at 325 m above the reference level. The 

cold air pool could be seen forming over the flat plain with the 

subsequent development of a stronger potential temperature gradient 

along the sl oping plain. An hour later, the development of a blocked 

flow layer could be seen forming between 3CO m and 500 m above the 

reference level with the 311 K isentrope approximating the dividing 

streamline (Figure 50e). Pooling reduced the low-level easterly wind 

speeds to 0.3-0.6 m s-l a~d the isentropic surfaces were nearly 

horizontal. 

Five hours after sunset (Figure 50f), the boundary layer achieved a 

near steady st ructure. Above the 175 m de~p low-level inversion layer, 

the transition layer extended to 425 m above the reference level and 
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Figure 50. Wi nd and potential temperature fields for Case 6 
(contour interval - 1 K) for (a) at sunset and 
(b) at sunset+ 1 h. 
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Figure 50. Wi d and potential temperature fields for Case 6 
(contour interval - 1 K) for (c) at sunset+ 2 h 
and (d) at sunset + 3 h. 
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smooth ly merged with t he free atmospnere above it. The stratification 

lessened with height, similar to the other cases, but unlike those 

so 1 utions, the mixed layer present at sunset rad been completely 

destroyed by this time. Lapse rates over the plain ranged from 

0.01 K m-l between 175 m and 275 m above the reference level to 

0.005 K m-l in the overlying layer. The layer of east winds over the 

sloping plain remained u changed f om the 4 h structure, but the west 

winds in the transition layer were 1.0-1.5 m ~-l weaker in the bloc ked 

flow layer (z < 375 m above the reference level). Winds above this 

level were unaffected by t he increased stability in the layer. 

c. Effects of wind direction. The two ~-0 simulations executed to 

determine the effects of wind speed differed from the prior runs in 

several respects. The biggest change was the doubling of the horizontal 

grid spacing, thereby reducing the odel resolution. The coarse grid 

was tested in a 2-0 s imulation wit identical boundary conditions as 

were used in Case 2. Those results appear in Appendix II. This is the 

largest grid spacing which will still allow proper specification of the 

lower surface. The model topography was infinite in the north-south 

direction, resu l ting in slab-symmetric simulations. However, lateral 

boundary condit i ons were used on the northern and southern boundaries to 

inhibit the development of runaway circulations which can be produced by 

cyclic boundaries. 

The inclusion of fu l l 3-0 physics enabled the model to better 

simulate the time-dependent boundary layer structure produced by the 

interaction of the 3- 0 wind field with the 2-0 topographical 

configuration. Al though the domain was slab-symmetric in the north-

south direction, the asymmetic boundary condi t ions allowed full 3-0 
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circulations to be produced. As a result, the simulated boundary l ayer 

structure is slab-symmetric when averaged over short time periods, but 

at any given instant small asymmetric motions representative of local 

scale circulations appear in the model solution. In this configuration, 

the model will develop a more realistic structure than would be 

simulated in 2-0 experiments with assumed slab symmetry. Variations in 

- the horizontal velocity field in such 2-0 simulations can produce 

unrealistic vertical motions to maintain continuity. By simulating full 

3-0 physics, non-divergent horizontal circulations can be produced which 

would not directly affect the vertical motion fields. In the average, 

these circulations result in no mean motions, but can produce Reynold's 

~veraged effects on the mean model fields. Initialization was carried 

out similarly to Case 2 with a 45 min adjustment following the 15 min 

simultaneous dynamic spinup of both the u and v components. 

Figures 51a and 51b show the initial state of the boundary layer 

for the 5.0 m s-l southwest geostrophic wind case (u = v = 3.5 m s-1). 
0 0 

The thermal structure was very similar to that in the reference case. 

The boundary layer was well mixed from the surface to 1300 m above the 

reference level; the atmosphere was neutrally stratified and the wind 

structure paralleled that of the externally imposed logarithmic profile. 

West winds over the lower terrain increased from 0.9 ms-lat 25 m AGL 

to 3.4 ms-lat 1100 m AGL with higher speeds over the higher terrain 

necessary to satisfy mass continuity. South wind speeds foll owed the 

same structure over the lower terrain, and an east-west gradient was 

present due to the surface effects of the higher terrain. Over the high 

plateau, the winds developed a more westerly direction because of the 

acceleration of the west winds over the barrier. 



181 

By 1 h after sunset (Figures 5 c and 51d), the surface inversion 

layer had formed with an i bedded easterly wind component. The 

transition layer also started to develop over the surface inversion and 

the total stable layer depth was 175 mover tre eastern section of the 

sloping plain and 25 m more shallow over the flat plain. The drainage 

component was continuous from the s mmit of the steep slope westward and 

varied in depth from 25 mover the steep slope and flat plain to 125 m 

over the middle section of the sloping plain. Wind direction was 

dominated by the drainage in the inversion layer, but became more 

southwesterly with height. Speeds n the mixed layer increased 0.3-

0.5 m s-l in th~ neutral layer due to the reduced surface friction. 

Over the high plateau, a 125 m deep stable layer produced a narrower 

shear zone than was present earlier. 

Two hours after sunset, the inversion depth was nearly constant 

over the sloping plain, reaching 125 m AGL, wtlile the top of the 

transition layer was nearly horizontal at 225 m above the reference 

level (Figures 5le and 51f). The lapse rate through the lower layer was 

0.08 K m-1, mostly due to the extreme stability in the lowest 75 m, and 

was 0.007 K m-l in t he transition region. The stable layer depth was 

only 75 mover the upper steep slope, but increased to 125 mover the 

high pl ateau. East component wind speeds peaked at 3.0 ms-lat 

75 m AGL over the sloping plain, the top of the strongly stable layer. 

Below this level, drainage flow speeds were near 0.5 ms-land increased 

to 1.1 m s-1 over the steep slope where the depth of the layer 

containing the easterly component was only 25 m deep. At 175 m above 
-1 the sloping plain, the easterly component was less than 1.0 ms and 

the profile exhibited a westerly component a~ higher levels. The south 
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wind component remained steady durin~ the previous hour throughout t he 

domain. The combination of speed and directional shear through the 

inversion layer resulted in val ues near 0.036 s-1, sufficient to 

maintain a high turbulence level despite the moderately strong 

stability. 

After 3 h, the boundary layer appeared to have achieved a quasi-

steady structu re with little noticeable change from the 2 h fields 

(Figures 51g and 51h). The strength of the easterly component was 

0.3-0.5 m s-l less than before as cold air pooling could be seen over 

the flat plain. The convergence of the easterly and westerly components 

in the transition layer resulted in 0.1-0.2 m s-l updrafts above the 

intersection of t he sloping plain and the steep slope. Otherwise, the 

wind structure was nearly identical to that 1 h previously except that 
-1 neutral layer speeds were 0.1-0.2 ms higher. The top of the 

transition layer was 50-100 m higher than before as vertical mixing 

gradually extended the cooling deeper into the neutral layer. By 1 h 

later (Figures 51i and 51j), the cooling extended to 375 m above the 

reference level and the lapse rate through the depth of the stable layer 

decreased smoothly with height. In the lower levels, it was 0.025 K m-l 

while it was 0.006 K m-l near the top of the transition region 

underlying the neutral layer. As before, the wind field appeared to be 

in a near steady -state structure with a slight increase in speed 

apparent in the neutral layer. 

Five hours after sunset (Figures 51k and 51t), cold air pooling 

west of x = 8.0 km had reduced the strength of the easterly component to 
- 1 . -1 less than 1.6 ms west of this location, 1.2 ms less than the 

maximum speed at x = 12.0 km. Although the stable layer had 
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continuously varia le stratificatiori with height, the approximate 

elevation of the top of the surface inversion appeared to be 275 m AGL 

with the transition layer reaching 475 m AGL over the flat plain. An 

easterly component was present in the lowest 175 mover the sloping 

plain with maxi~um speeds of 2.8 ms-lat 75 m AGL. Over the steep 

slope, both the inversion l ayer and the layer containing an easterly 

component were more shal ow. Cooling only extended to 125 m AGL and the 

layer of easterlies reached the same level wi t h maximum speeds less than 

1.0 m s-1, showing that the stronger elevated winds over the sloping 

plain were not pure drainage phenomena. Over the high plateau, the 

stable layer top was located at 125 m AGL, slightly higher than over the 

steep slope. The south wind component continued to remain steady, 

showing little time variability after the co~pletion of the evening 

transition period. 

The development of the NBL structure is further detailed in Figure 

52 which shows the time evolution of the Case 7 wind fields on 

horizontal cross-sections at 125 m, 225 m and 425 m above the model 

reference level (z=O). After 1 h, the cold :hermal effects near the 

surface has resulted in he inhibition of the westerly wind component at 

125 m. Southwesterly flow still dominates at 225 m and 425 m, except 

over the steep slope immediately west of the intersection of the cross-

section with the lower boundary. By 3 h after su set, the transition 

layer extend to 325 m above the reference level and the winds below this 

elevation have an easterly thermal component. At 125 m, 4-5 m s-1 

southeast winds are found while at 225 m the westerly component of the 

large scale wind balances the thermal easterlies, resulting in a weak 2-

3 m s-l south wi nd. The flow field at 425 n remains unaffected by the 



Figure 52. Case 7 horizontal wind fields. 
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cooling of the layer below, except over the steep slope. Five hours 

after sunset the 125 m winds have weakened to 2-3 m s-l with the 

decrease in surface cooling rate. At 225 and 425 m, the wind fields 

exhibit a slightly stronger thermal component than 2 h previously, but 

the increase is only 0.5-1.0 m s-1, showing the achievement of a quasi-

steady structure. 

Contrasted with this experiment are the results from the 5.0 m s-l 

south geostrophic wind case (Case 8) in which there was initially no 

wind component into the barrier. In this case, vertical wind shear was 

present, but the forced lifting of the flow and the existence of a 

synoptic scale wind opposing the drainage and cold thermal winds was 

absent. Figures 53a and 53b show the sunset boundary layer structure at 

the completion of the initialization-adjustment period. As in the other 

simulations, the boundary layer was neutrally stratified to 1300 m above 

the reference level and the wind profile followed the logarithmic 

distri bution imposed at the north and south boundaries. Over the low 

plain, initial southerly wind speeds were 1.5 ms-lat 25 m AGL and 

increased to 5.0 ms-lat 980 m AGL. A small west wind component 

developed as a result of the dynamic initialization, but speeds were 

less than 0.1 m s-1• A southerly jet with maximum speeds near 10.0 m 

s-l at 225 m AGL developed over the high plateau during the 

initialization because mass continuity requirements imposed at the 

boundaries and the proximity of the overlying free atmospheric stable 

layer to the surface channeled the mixed layer air through a more 

shallow depth. 

One hour after sunset (Figures 53c and 53d), the surface inversion 

layer had formed over the low-lying area and extended to 75 m AGL. A 
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thin transition layer had also developed over the surface inversion, 

reaching 125 m AGL. South component wind speeds over the sloping plain 

were uncha~ged since sunset. At 25 m AGL, a C.5-0.7 m s-l easterly 

drainage flow developed along the entire length of the sloping plain. A 

cold thermal easterly co~ponent also had formed at the top of the 

surface inversion layer with a speeds increasing from 1.0 ms-lat the 

eastern end of the flat plain to 3.5 ms-lat the base of the steep 

slope. The depth of the layer containing a significant easterly 

component (u greater than 0.5 m s-1) also increased with distance 

eastward along the sloping plain from 75 mat x = 0.0 km to 175 mat 

x = 18.0 km. Above the layer of east winds, a weak 0.1-0.4 ms -1 

westerly return component was present in the lowest 300 m of the 

overlying neutral layer. Total stable layer depth was only 125 mover 

the steep slope and high plateau as much of the cold air drained west 

0.5-1.0 m -1 s • With the development of the near-surface easterly 

component, the south component speeds decreased to less than 1.0 m s -1 

at 

from nearly 3.0 ms-lat sunset, resulting ·n a total speed decrease of 
-1 1.5 ms • This reduction was caused by the elimination of the downward 

flux of high momentum air by the stability in the surface inversion 

layer. 

The surface inversion layer extended to 175 m AGL over the sloping 

and flat plains and the top of the transition layer was nearly 

horizontal 275 m above the reference level 2 h after sunset (Figures 53e 

and 53f). Lower layer lapse rates ranged from 0.10 K m-l below 

75 m AGL, which is unrealistically stable, to a more reasonable value of 

0.04 K m-l between 75 m AGL and 175 m AGL. Stability in the transition 

layer was similar to that found in other simulations, approximatel1 
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-1 0.01 Km • The stable layer only reached 175 m AGL over the steep 

slope, but was 50 m deeper .over the high plateau with lapse rates 

rang i ng between 0.015 K m-land 0.030 K m- 1• The south component speeds 

changed little during the period between 1 hand 2 h, except for a 

slight increase of 0.5-1.0 m s-l above the stable layer over the steep 

slope. The layer of east component winds was 175 m deep over the 

sloping plain, and increased to 225 m deep at the base of the steep 

slope. Over the upper section of the steep slope and over the high 

plateau, the layer shrunk to 175 min depth. Ea~t component speeds 

reached a maxi mum between 3.5 ms-land 4.0 ms-lat 75 m AGL and 
-1 decreased with he i ght through the inversion layer to 0.5-1.0 ms at 

its top. Above the inversion layer, the winds acquired a small westerly 

component with speeds less than 0.3 ms-lover the flat plain which 

increased to 0.6 m s-l 400 m AGL over the intersection of the plain with 

the steep slope. East of this location, the west component decreased 
- 1 with distance eastward. A 0.1-0.2 ms subsidence was present in the 

lowest 400 m above the base of the steep slope which marked the 

descending branch of the mountain-plain circulation, a phenomenon which 

could not be discerned in the other simulations. 

Three hours after sunset, pooling over the flat plain started to 

back up onto the lower section of the sloping plain (Figures 53g and 

53h). The surface invers i on layer was still 175 m deep over the lower 

elevations, but the t op had less slope than the underlying surface. The 

top of the trans i tion layer reached 325 m above the reference level and . 
t he stable layer had grown to 175 m AGL over the steep slope. The large 

region of subsidence moved eastward and was directly above the surrrnit of 

t he steep slope with ~ertical wind speeds of 0.1-0.2 m s-1• As before, 
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winds remained steady while the transition layer continued to grow. By 

5 h after sunset, the top of the transition layer was 350 m above the 

surface due to the continued diffusion of cold air upward through the 

shear layer. 

For contrast, Figures 56 and 57 show similar diagrams for the 

weaker wind (Case 4) and stronger wind (Case 5) cases, respectively. 

Not surprisingly, the easterly wind speeds were higher and the 

transition layer depth was much less in the weak wind case than the 

reference case. Even the transition layer achieved a steady structure 

by 3 h after sunset, a result not seen in the other simulations. In the 

strong wind case, the opposite was found. The drainage flow speeds 

remained small and the transition layer continued to deepen throughout 

the simulation due to the increased shear. The transition layer was 

still growing at a relatively fast rate at the conclusion of the 

simulation 5 h after sunset. In both cases, the velocity difference 

between the easterly flow 5 h after sunset and the sunset westerly winds 

was nearly the same as that in the reference case, 4-5 m s-1• 

The time-height cross-sections for the southwest geostrophic wind 

case (Case 7) are shown in Figure 58. The simulated structure had 

characteristics resembling a combination of both the Case 2 results, 

which had the same geostrophic wind speed, and Case 4, which had a 

similar into the barrier wind component. The surface inversion layer 

containing the easterly flow developed rruch like that in the weak wind 

case, with a more shallow depth and slightly higher east wind speeds 

than in the reference case. Unlike Case 4, however, the transition 

layer continued to grow through the evening, much in the same way as 

that simulated in the reference case. Throughout the simulation, the 
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elevations. A similar recession of ·the stable air away from the high 

barrier was modeled by Banta (1982). At the completion of the morning 

transition, the model boundary layer again resembled its initial state 

with a deep surface based neutral layer and well mixed westerly winds. 

Not simulated were the rotational wind components which would 

develop as the easterly flow persisted through the night. Assuming the 

externally forced winds were in gradient balance, Coriolis turning of a 
-1 1 steady 3 ms thermal easterly component would generate a 3 ms- south 

wind after 1 h if frictional effects were negligible. Rotation of the 

winds to such a large degree cannot occur because of the large turbulent 

drag in the thermal wind layer. The easterly winds were quasi-steady 

with the large pressure gradient produced by the surface cooling being 

approximately balanced by the turbulent momentum flux divergence. On 

the other hand, it is not unreasonable to assume that a noticeable 

Coriolis component would develop through the night if it had been 

simulated. However, this effect is only of secondary importance and 

would not significantly affect tne diurnal boundary layer processes. 

Further, the simulation of the rotational wind components would add 

another process in the simulated dynamical structure and make 

interpretation of the model results more difficult. 

Figure 55 shows time-height cross-sections of potential temperature 

deviations and wind speeds for the reference simulation (Case 2) taken 

at x = 15.0 Km. The evening transition period was complete 2-3 h after 

sunset with the 100 m deep inversion layer underlying a thin transition 

layer. Easterly wind speeds ranged between 1.5 ms-land 2.0 m s-1, a 

t otal velocity difference of 4-5 m s-l from the sunset structure. As 

the simu l ation progressed, the surface inversion layer and easterly 
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layer containing a we l l-mixed westerly wind bounded at the top by the 

overlying free atmospnere. During the evening transition, a shallow 

stable inversion layer formed over the lower surface and developed an 

imbedded easterly drainage flow. By 2 h after sunset, the transition 

period was nearly complete and a quasi-steady structure appeared which 

lasted until lrte at ni ght. The surface cooling rate was strong enough 

in the early evening to maintain a 1-3 m -1 . 
5 drainage and elevated 

easterly cold thermal flow over the sloping plain. As a result, 

vertical wind shear between the layers of easterly and westerly flow 

enhanced the upward diffusion of cold air int e inversion layer to form 

a less stable, -1 uasi-isothermal transition layer (ae /az 0.01 Km ). 

This layer was init ·a ly less than 100 m deep, but continued to grow 

through the night, despite the weakening of the surface inversion and 

easterly winds int e last several hours before sunrise. By sunrise, 

the reduced surface cooling rate and diffusion of the inversion layer 

resulted in a less distinct stable layer structure with a top near 500 m 

above the reference level. The easterl y thennal circulations were 

maintained by the weak pressure gradient produced by the cooling of the 

elevated terrain to t he east. 

After sunrise, a shallow CBL formed along the surface with a 

westerly warm thennal wind, while the overlying easterlies persisted in 

the stable layer for 1-2 h. The CBL depth increased with distance 

eastward, as would be expected considering the reduction in stability 

with elevation. As a result, the CBL irst ecame recoupled with the 

overlying neutra l l ayer over the high ol ateau and steep slope. As the 

morning progressed, the CBL continued to grow over the lower elevations 

and the edge of the stable air mass slowly receded westward toward lower 



206 

the overlying air. There were two p"rimary causes for this problem. 

First, the vertical grid resolution was too coarse to properly describe 

the very small scale processes .which dominate the dynamics in strongly 

stable layers. Secondly, unlike real topography, the western boundary 

condition prevented the proper continuation of the low-level easterly 

flow. This problem was not very severe in the first several hours after 

model sunset when the pooling was confined principally to the flat plain 

on the western edge of the domain and did not significantly affect the 

simulated structure over the elevated terrain. 

The coarse vertical resolution near the surface also prevented a 

detailed reproduction of surface-based slope wind layers which are 

frequently only several meter thick. However, the bulk effects of the 

flow layers were adequately simulated. For example, the total potential 

temperature deficit and mass flow in the simulated flow layers are 

consistent with the structures observed in the field experiments. A 

finer vertical grid resolution would provide a more detailed simulated 

structure, but this information would be superfluous unless a more 

detailed representation of the topography, including small scale 

valleys, hills and depressions, was also put into the model. Since the 

investigation focuses primarily on the larger mesoscale boundary layer 

structure, greater resolution was unnecessary. This would not be the 

case if one attempted to simulate the very small scale slope flows or 

possibly even the valley scale winds modeled by McNider and Pielke 

(1984). 

The diurnal cycle simulation defined several stages of the mesoscale 

boundary structure as the diurnal evolution continued. The solution 

started from an afternoon steady-state with a deep surface based neutral 
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to near 11 m s-lat 225 m. A small ~asterly component is present at 

425 m, show ing the greater dept h of the trermal circulation in this 

simulation than in the others. 

o. Analysis of Numerical Model Results 

In order to properly use the results of the numerical modeling 

experiments to better understand simulated atmospheric processes, one 

must deteroi e the limits and conditions for which the results are 

valid. Conversely, it is just as important to be able to identify 

unrealistic properties in the model solu tions which exist due to either 

the assumptions made in the model formulation or by the improper 

treatment of spatially and temporally continuous atmospheric phenomena 

by the finite difference scheme. Based on these considerations, the 

level of "realism 11 in the model solutions must be ascertained. This 

task is more easily acilitated if past results of modeling and 

observational programs are used as aids in t he analysis. Using these 

guidelines, analysis of the model results in this study greatly enhanced 

the knowledge of the processes contributing to the development of the 

mesoscale bou dary layer in western Colorado. 

From the sensitivity studies, it was det ermined that vertical wind 

shear was important in the development of the mesoscale NB L. Without 

its presence, the model was unable to properly simulate the boundary 

layer evolution. Another problem found in the model solutions was the 

pooling of cold air in the lowest layers overlying the flat plain and 

lower section of the sloping plain. Once the cold air col lected in 

these lower elevat i on regions, stability prevented any vertical mixing 

of the air and the parameterized surface coo ling became decoupled from 



0 .., 
'-' 

0 -! J: 
0 
0 ... ,,..""""""le",,..""""~"",,.. 

-le'~k"'~lt:"~k"t'~le'~ 

""' -r 
CJ:M = 

<t-k'~.f:-C"<t-':-C--t-,t,-",t-

+- .(:- .(:- +- .(:- 4:-_ +- <E:- +-

. . 
IW>flJ 

+-+-+-+-+-+-+-+-+-+- +-
+- +- +- +- +- +-+-+- +- +- +-
+- +- +- +- +- +- +-+-+- +- +-

r 
O 0 

~-

:c .. 

r 
0 

" 
- r • ""' -r o:)C= 

~-E-<E-<E-<E-<E--E-<E-<f-.<E-<f-

+-+-+-+-+-+-+-+-+-+-+-
+- +- +- +- +- +- +- +- +- +- +-
<f- +- <f- <E- +- +- +- +- +- <t- +-

+- +- +- +- ... ... 

r 

+- + +-+ +- +,, O; 

+--+-+-+-+-+-+- ... 
~c' <f-•+-+-+-+-+++-+ 0: .. .................. .._ ................. _ .......................... .... . 

IW)fl,L 

. : = z: 

+-+-+-+-+-+-+-+-+-+-+-
+- +- +- +- +- +- +- +- +- +- +-
+- +- +- +- +- +- +- +- +- +- +-
+- +- +- +- +- +- +- +- +- +- +-
+- +- +- +- +- +- +- +- +- +- +-
+- +- +- +- +- +- +- +- +- +- +-
+- +- +- ... +- + + + + +- +-: 
+- +- +- +- +- +- + + + + +-

0 ,, 

r 

+- +- + + + +- + + + +- + 
+- + +- +- +- +- +- +- +- + + z:~ 

1... .. +-..... +-..__+-..... +.._.+ __ ..... + ..... +-....... + ...... + ... ~--+-.._.+-.....,,..: • 
0 

IMltlJ. 

204 

..... \'1: .... _,., : ., 

V, 'I'~. _-y.·l't>\•: •"..,:-'!'::.,. ~ O; 

IW)fl.1 

l<':C-:c'i<'.,-.,-.,-,,,,,,,,.,,-Jc 
: N 

11'1 -,,,..k"lt:"JJ:"'ltt"e'J.1'1/t'~.t';,t',,:' 
~,.,,.,,.,,.,,,,,,,,,,,,,,.,,.,.,, 0 

: . ..,. K It:' K it:" Ji:' '1:' IC' :it' IL' "" 

it:'Ji!'k'le/ek'k'lt'~lelt:' 0 <W '-' .___. ............... _.. ..................... ___ ...J . 
0 

IW>tlJ. 

I.: "' "' £! " " "' " " I&. O; 
.,,,,,.Jit"Jt:"k'~Kk'k'lt:'k'k'e 

~-

: 
r 
0 ,, 

k k k k k k le k le le 1c 

4i.-C'C'~C"C"lcC"-':-+~ 
- r • ".., - r O;.;: 

+-+-+-+-+- .. 4'-+4'-+'lf:-
-+-++-++- ... ++-+++- r 

... + ... ... +- + ... +- ... +- ... 
+++++++++++ : N 

... + + ... ... +- ... +- + + ... 
+-++++++++++-

Cl ++++++++++-+" 
~c .. +- .... +-++++++ O; .. ................................................................... . ,; 

I M>I I J. 

I -? ~ ; 
;; -., "' ,,, , ,.,· 9:', .., _,,,:~_ "' .,_ 

;... ~;,-~ ~ -: _· ~'t° : ·'-':r·"" .., -v-
-~_:'J~ ..,.~_ 'ft ,.,. .""•,, ?'!'-h ... , ,,,. ;:: 

'~ ~-....: 

\,, L,. \,, \,,, \,,, \,, V \,, \,, \,,, \,,, \,,, 

\,, \,, \,, \,,, \,, \,,, \,, \,, \,, \,,, \,,, \,,, 

i 

r _ 
0 g 

g i i J i J J J i J 
;i.t..t..tJJJJ./1-/.J ./ 
"'l,j,j.j.j.j.j.j.j.j,j ,j 
!;'.' 
r l .j.j.j.j.j,j.j,/,jJ ,j : N 

"'l.j.j.j.J.j.f,jJJ,tJ 
I .j .j .j ./, ./, ,I ,/ ,j ,j ,t .j 

: l.j .j,j,/,1-.!,/,t,/,t,j 
1,f ,f.,!,/,1,t,f,/.f,j,j 

IW:>11 J. 

· 1-
• ... :· : •.•..• { ' ~· •• v : \.I_. " : 

. \.o- .\.ov.: .. v · ,.,. _..,,.\i,o:-\,,, 
. . :.\ .. _ ;:; . ~-.... -~-\,-" ... ,' \,,: 

I,-

I,- I,- I,- '"' '"' I,-

0 -
: r 

0 

" 0 ~-- r • 
""' - ,:: 

§ / 
> / ,/ ,/ ,/ ,/ ,/ ,/ ,/ ,/ ,/ ,/ ,/ 

o>< = 
r 

o 0 
I ,,/ ,/ ,j ,J ,/ ,j ,/ ,/ ,J .f -j 

"' l,t',j',/ ,J,/,J,J,J,J,/ 
r 1,/,,t';,! ,/,Jif,J,J,J,/ 

,! 
I o 

I,; • N 

l."'I /:f ,.(:fs.(,.(l,C,!,f.fif~ 
"IL'ii'~i,!J.!J/1,{J!J/J!;/ 0 

: / t.! it .t ;.t it .( _, 
~ "'11,(i!l.fsL'J,('lif~:.!,ti! 0 .. 
'-' ...................... ___ ...................................... _, . 

IW)flJ. 

. s-· ·..U'.u... J:. ., .: {,. , -tL;.-J...~ -;,_ -~ 

~}/:::f::t~r.({~~ 
0 -

:,.. '-' i,.. \., \., V I,.,, I,.,, V 1' V \.- ! x: 
:,.. I,- \,, \., '"' \., L,- I,- \,, :,.. \., \., 

'"' '"' '"' '"' '"' I,- '"' '"' '"' '"' 

-
~-- r • "w - ,:: 

g • 
k C C C C C C k C C > 

o•:: 
:i 

r 
O 0 

0 .., 

C < C k k C < C 
c c c c c c c c c 
+ + + + + + + + + 
+ + + + + + + + + + + 
++++-+++++++ 0 

+++++++++++..; 
+ + + + + + + + + .. + 0 

................................................. _ ........... ~.; . 
0 



Fiour~ 54, Case 8 horizontal wind fields. 
N 
0 w 



202 

pressure gradient resulting from the_ small slope of the inversion layer 

over the low-lying elevations combined with the larger scale temperature 

contrast to produce a 9.0-11.0 m s-l east-southeast jet from 125 m to 

275 m above the reference level. Above this level, higher momentum air 

near the barrier was rapidly diffused as it flowed into the elevated 

mixed layer in the western region of the domain. Southerly component 

speeds were still very steady, increasing 0.3-0.5 m s-l in the previous 

hour. As was found over the low plains, drainage and shear weakened the 

near-surface stability over the high plateau. A broad subsidence region 

was present in the lowest 350 m AGL from x = 20.0 km to x = 23.0 km with 

speeds averaging 0.2-0.3 m s-1• Also apparent at this time was the 

development of a 1.0-1.2 m s-l return flow between 600 m and 800 m above 

the reference level. 

Figure 54 shows the horizontal cross-sections at 125 m, 225 m and 

425 m above the model reference level 1 h, 3 hand 5 h after sunset for 

Case 8. After 1 h the only thermal effects evident in the wind fields 

are over the more elevated terrain where the cross-section height 

approaches the surface elevation. By 3 h after sunset, a strong 2-4 m 

s-l easterly thermal component develops through the transition layer, as 

can be seen in the 125 m and 225 m sections. At 425 m the winds remain 

southerly at 5-6 m s-1 and are unaffected by the cooling except over the 

eastern portion where the cross-section intersects the stable layer. 

The 3 h cross-sections also give a good depiction of the strong vertical 

wind shear which provides the turbulent energy necessary to extend the 

stable layer higher into the atmosphere. The strong jet which develops 

in the elevated stable layer appears in the 5 h cross-sections. The 8-9 

m s-1 southeast winds present at 125 m increased in strength with height 
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south component wind speeds remained relatively steady, but the 

continued strengthening of the easterly thermal circulation produ~ed a 

strong 8.0-9.0 m s-l southeast flow at the top of the surface inversion 

layer. At higher elevations, the predominantly southerly flow over the 

western half of the domain intensified and turned southeasterly near the 

barrier. One hour later (Figures 53i and 53j), the thermal structure 

was altered by the low level flow. East wind components with speeds 

between 5.0 ms-land 7.0 m s-l were present through a 100 m deep layer 

between 150 m and 250 m above the reference level over the lower 

teriain. Cold air advection resulting from the strong flow and the 

small slope at the top of the surface inversion layer, produced an 

elevated inversion layer over the flat plain. Because of the reduced 

surface cooling rate, winds in the lowest 100 mover the lower 

elevations were relatively weak from the southeast with speeds of 1.0-

2.0 m s-1• Consequently, the colder surface air drained westward toward 

the lower elevations and the low level stability over the upper section 

of the sloping plain and the higher terrain to the east was reduced. 

Quasi-steady structure was achieved by 5 h after sunset (Figures 

53k and 53t). The elevated inversion layer reached 325 m above the 

reference level and extended to the surface only over the flat plain. 

Over the sloping plain, the ~outheaste~ly drainage, weak cooling and 

large vertical wind shear produced a 125 m deep neutral layer. Over the 

steep slope, a strong horizontal potential temperature gradient 

responsible for the acceleration of the easterly wind component was very 

evident. A weak surface based stable layer was still present over the 

steeper slope. As the air drained onto the sloping plain, it was 

quickly mixed through the near-neutral layer over the surface. The 
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southerly component remained very st eady, increasin g in speed slightly 

as the effective surface friction 1-1as reduced by the inversion layer. 

It appeared froD these resul t s that the total NBL depth scaled with the 

geostrophic wind speed, ike idealized boundary layers over flat 

terrain. However, the surface inversion depth and easterly wind speeds 

scaled with the into the barrier component of the geostrophic wind. The 

determination of the exact r~lationshi¢ requires more information, but 

the re l ation h u 0·5 implied from (3) agrees well with the three 
S 0 

cases presented here. 

The Case 6 simulation, wh i ch was initiated with a much more shallow 

neutra l layer depth, had a boundary layer structure approximating the 

winter conditions encountered during the CSU 84 field experiment. The 

development of the simulated structure shown by the time-height 

cross sections in Figure 59 show good agreem2nt w'th observations taken 

at the Rifle site, which was located slightly upwind of the barrier, in 

a similar location to the model "sounding site" at x = 15.0 km. In this 

simulation, the mi xed layer present at sunset was completely destroyed 

in the first several hours after sunset and the si mulated NBL was 

difficult to discern from the overlying free atmosphere. One indication 

of the vertical extent of the surface influence was the height to which 

surface cooling extended, 400 m AGL in this case. Corresponding to the 

400 m deep cooled layer was the deep blocked flow region present 5 h 

after sunset. The CSU 84 data show that the boundary layer was already 

stably stratified through its depth at sunset. The air continued to 

cool 0-2 K throug h a 500-900 m deep layer above the valley ridgetop 

despite the synoptic scale weak warm air advection. Winds were blocked 
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through the cooled bound:1.ry layer in· the same way as those produced by 

the model simulation. 

The south ge strophic wind case (Case 8) was t he only simulation in 

which the prevailing synoptic scale wind did not oppose the easterly 

thermal and drainage flows. As a result, the simulated boundary l ayer 

structure differed significantly from that fcund in the other numerical 

experiments. Figure 60 shows time height cress-sections of potential 

temperature deviati ons and both wi d components in a column above 

x = 15.0 km. A very strong easterly 7-9 m s-l jet formed between 

100 m AGL and 200 m AGL over the l ower terra "n in response to the 

thermal pressu e gradient formed at the top of the surface inversion 

layer. Significant eas t erly winds extended as deep as 400 AGL and the 

resulting cold air advection h·elped form an -=levated inversion layer 

over the eastern half of the domain. The to· al depth of the NBL was 

100 m greater, tha in the reference case. The advective influence 

revealed in this simulation limits the afore~entioned NBL depth-wind 

speed relationships to those situations in which there is a significant 

barrier normal wind component to inhibit thermal advection in the 

topographically induced circulations. Another feature present in this 

solut i on which was absent in the other cases was the development of a 

~omplete mountain-plain circulation cell. Subsidence was present over 

the hi gh plateau ad steep slope to the east and a well developed return 

flow was apparent above the plateau elevation. 

The obser vations taken during the Asco- 82 experiment can be 

explained to a l arge degree by using the results of the Cases 7 and 8 

simulations. Case 8 wa·s the only simulation in which there was no 

geostrophic wind compo ent into the barrier, as was observed during the 
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early part of the experimental night. The observational data revealed 

an apparent 300 m descent of the mixed layer top before the geostrophic 

wi.nd shifted to provide a small component into the barrier. The 

descending branch of the mountain-pla ·n circulation produced by the 

model resulted in subsidence rates of 0.l-0.2 m s-l above the high 

terrain 3 h after sunset. This is more rapid than was actually 

observed, but not so much ciffe rent as to discount this effect in the 

analysis of the field data. Also, the formation of the elevated 

fnversion was not seen in the observa ions and the strength of the 

observed thermally forced wi nds was much less t ba n those produced by the 

model. These features most probably result from the overly uniform 

topography in the model. 

Following the late night shift from north~fsterly to northwesterly 

geostrophic flow, the observed boundary layer evolution paralleled that 

in the Case 7 simulation. The large scale subs i dence ceased and 0-3 K 

cooling occ urred above ridgetop as the wind shear mixed the cold air 

vertically. Although the win d data from the field experiments are not 

complete, they do show mesoscale easterly 3-5 m s-l thermal component in 

the NBL above ridgetop, like that produced by· the model. Based upon 

these analyses of the model results and comparisons of observationa l and 

model data, a conceptual model of mesoscale boundary layer evolution has 

been formulated ad is presented in the succeeding chapter. 



CHAPTER V 

CONCEPTUAL MODEL OF MESOSCALE BOUNDARY LAYER EVOLUTION 

A generalized conceptual model of the diurnal evolution of the 

mesoscale boundary layer can be constructed from the results of the 

observational and numerical modeling programs. For this purpose, only 

the simplest case of ideal boundary layer evolution upwind of a high 

mountain barrier is considered. The underlying terrain is genera l ly 

smooth compared to the scale of the regional circulations and the 

synoptic scale wind and thermal fields are stationary and barotropic. 

Although these conditions are unrealistic, they do form the simplest 

base state from which the general characteristics of mesoscale boundary 

l ayer development can be described. 

Starting at sunset (Figure 61a), the boundary layer is neutrally 

stratified to a depth well above the top of the elevated terrain. The 

initial winds have a significant component (greater than 3 m s-1) into 

the barrier and are well mixed through the boundary layer. After the 

i nitiation of surface cooling, the lower layers over the surface start 

to stabilize, marking the onset of the evening transition period. As 

the cooling proceeds, a shallow drainage flow with speeds of 0.5-2 m s-l 

develops over the sloping surfaces which opposes the overlying flow. 

During this period, drainage flows also become established in the lower 

creek and river valleys as some of the cooled air at slides off the 

mesas. Toward the end of the transition period 1-3 h after sunset, a 

75-150 m deep surface inversion layer has developed over the region with 
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the larger scale cold thermal circulation ~eginning to appear over the 

low-level drainage circulations (Figure 61b). 

Shear induced mixing builds a shallow, quasi-isothermal transition 

layer over a more stable surface inversio~ (ae/az 0.02 K m-1) once a 

near steady structure is achieved in the lower layers (Figure 61c). As 

the evening progresses, this layer continues to grow, while in the lower 

layers, the cold thermal flow slowly intensifies to speeds over 3 m s-l 

resulting in the late night structure appearing in Figure 61d. The 

large shear in the transition layer continues to mix ~he colder 

inversion air deeper into the overlying neutral layer. Late at night, 

however, the surface cooling rate driving the NBL development decreases 

substantially and the cold thermal winds weaken to 1-3 m s-1• By 

sunrise (Figure 6le), the inversion and transition layers have merged 

smoothly into a deep surface-based stable layer with a continuously 

decreasing lapse rate with height. This layer typically extends 300-

500 m above the mesa elevations and contains the weak cold thermal 

circulation. 

After sunrise, surface heating starts to form a shallow CBL 

containing warm thermal winds under the nocturnal stable layer. The CBL 

depth increases with surface elevation since the stability (from the 

remnants of the nocturnal layer) weakens with height. By mid-morning, 

the boundary layer structure resembles Figure 6lf. Remnants of the cold 

thermal winds are still present in the elevated stable layer while the 

CBL warm thermal winds are flowing in the opposite direction with speeds 

of 1-3 m s-1• As the morning progresses, the heating intensifies so 

that the stable layer is removed first over the higher terrain when the 

CBL merges with the neutral layer aloft (Figure 61g). The winds are 
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uniform in direction, bu~ the profile shows a speed mi nimum near 1 m s-l 

in the elevated stable layer. The edge of the stable air layer slowly 

recedes toward the lower elevations as the CBL continues to grow above 

the higher terrai n. By the end of the morning t ransition period near 

midday, the stable layer is completely destroyej and the boundary layer 

has again attained the steady dayti~e structure shown in Figure 61a. 

The simplif:ed conceptual model cannot account f or all of the 

observed and mod eled var i ability of mesoscale boundary layer evolution . 

This is particularly true of the cases in whic1 the sunset mixed layer 

depth does not exceed the height of the downwind bar ri er. In that 

situation, a blocked flow layer develops and a steady-state structure is 

never achieved. However , the dominant boundary layer dynamical 

mechanisms responsible fo r the boundary layer evolution in these cases 

are present in the conceptual model. Specifically, the growth of the 

surface-based stable layer at night through shear induced mixing and the 

development of deco pled wind layers are important in all of the 

observed and modeled cases. 



CHAPTER VI 

CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH 

A. Conclusions from Research 

Evidence has been presented from both field observations and 

numerical model results documenting the diurnal evolution of a mesoscale 

(~50 km) boundary layer in mountainous terrain. Emphasis was placed on 

the formation and destruction of a 300-500 m deep nocturnal stable layer 

over sloping terrain upwind of a high mountain barrier. This layer 

cools l-4°C in the first 3-5 h after sunset and separates the larger 

synoptic scale flow field from the small scale circulations in the 

underlying river and creek valleys. The layer grows slowly from 

turbulent mixing of cold air upward due to the shear between the 

topographically induced circulations and the overlying flow field. 

Destruction of the layer is accomplished by a growing convective 

boundary layer above the surface in the first several hours after 

sunrise. 

Observational data from the two field experiments executed in 

western Colorado show that the boundary layer evolution can exhibit wide 

variability with season and location, but both cases contain 

similarities as well. In the ASCOT 82 summer case, relationships among 

the geostrophic wind direction, the mesoscale boundary layer structure 

and the valley wind structure were seen. When the prevailing wind 

directio~ had no component into the barrier, the growth of the mesoscale 
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nocturnal boundary layer was inhibited by the descend in g branch of the 

mountain plain circulation, resulting in a 300 m subs·dence in the first 

6-8 h after sunset and a sli ght 1-2 K cooling in the 200 m deep layer_ 

above ridgetop. At the same time, a very strong valley wind developed 
-1 with peak speeds over 6 ms • After the wind shifted slightly to 

provide a component into the barrier, the strong subsidence was halted 

by the upwind converg enc e of the la rge scale flow. After this time, the 

NBL deepened to 500 m abo ve the ridgetop height and cooled over 3 Ki n 

the 200 m deep layer irrmediately above the Roan Plateau. The valley 
- 1 winds weakened to less than 4 ms following the synoptic wind sh ift 

and the valley layer stabi ity simultaneously increased. The CSU 84 

observations also showed a deep coo ing above the ridgetop elevation, 

but exhibited other characteristics which are representative of the 

winter seasona eff~cts. The stronger synoptic scale winds and 

inhibited daytime mixed ayer development resulted in the formation of a 

deep surface-based stable layer extending into the free atmosphere. At 

the Rifle site, the winds below t he level of the high barrier to the 

east were blocked, an observation not made at the other sites. While 

the winds above the bl ocking elevation remained westerly with speeds 

over 5 m s- 1, the flow below this level was predominantly southerly with 
-1 speed~ near 2 m s • The exten of coolin g above the ridgetop also 

varied with location f rom a 2 K advective warming observed at Ca to a 

1 K cooling observed a Rifle despite the large scale warm advection. 

Results from the numerica model experiments provided insight into 

the physica l processes responsible for the observed nocturnal boundary 

layer evolution and o f ered possible explanations for the observed 

variability. Verti cal diffusion of cold air was found to be the primary 
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mechanism by which the nocturnal boundary layer deepened. Therefore, it 

is necessary for a synoptic scale wind field to be present in the model 

for the proper simulation of nocturnal boundary layer formation. In the 

simulations, the development of a surface inversion in the first 1-2 h 

after sunset led to the formation of a 1-3 m s-l cold thermal flow away 

from the barrier. The shear between theie flows and the synoptic scale 

wina field resulted in the late night development of a 300-500 m deep 

quasi-isothermal transition layer overlying a 75-125 m deep surface 

inversion (ae/ az 0.02 K m- 1) . Stronger synoptic winds produce deeper 

nocturnal layers and more shallow sunset neutral layers depth result in 

the mergi ng of the stable nocturnal boundary layer with the overlying 

free atmosphere. In all cases in which the initial mixed layer was deep 

and there was a wind component into the barrier, the total magnitude of 

the wind speed change was 4-5 m s-1• The absence of an into the barrier 

wind component leads to the formation of a 500 m deep topographically 

induced cold thermal circulation with maximum speeds over 7 m s-1• 

Daytime destruction of the nocturnal boundary layer results from the 

growth of a turbulent, surface-based convective boundary layer under the 

stable airmass. The layer is first destroyed over the elevated terrain 

as the cold thermal circulations flowing away from the barrier are 

replaced by warm thermal winds which move toward it. More importantly, 

for the first time a boundary layer model has successfully simulated the 

continuous diurnal evolution of mesa- to mesa-a scale boundary layer 

over complex terrain. The conceptual model based on the results of the 

modeling program accounts for the primary factors contributing to the 

diurnal mesoscale boundary layer evolution, although its applicability 

is 1 imited by the assumpt-i ans under which it was formulated. 
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B. Suggestions for Fut ure Re search 

Obviously, more res earch is necessary to understand more fully the 

simple concepts which have been presented in this paper. This should 

include more fi eld experi~ents designed specifically to explore some 

unresolved issues such as the horizontal extent of the downwind barrier 

effects on the m~soscale boundary layer. Additionally, a more detailed 

observational data set is necessary t o gain a oetter understanding of 

the mor ing transition per i od when he nocturnal st able layer is 

destroyed. Ideally, these field pr grams wil l include deta il ed surface 

observat i ons and hi gh frequency sound i ng data f rom a net work of 

locations covering the region. They should be conducted under a variety 

of synoptic conditions and in all seasons. The use of radio theodolites 

would provide a significant improvement in both the quality and quantity 

of wind measurements from the rat er sparse wind measurements made in 

this study. One such experiment was conducted in the fall of 1984 by 

the ASCOT program, but more are needed. 

The model capability demonstrated in this study could be used to 

explore a variety of topics associated with mesoscale boundary layer 

structure. The incorporation of more realistic topographical 

confi gurations and the addition of a better surface energy budget 

parameterization could be used to perform case studies now that a basic 

understanding of regional bounda ry layer behavior has been achieved. 

The inclusion of the moist physics and atffiospheric radiative transfer 

model parameterizations already available would enable the model to 

simulate a wider variet y of behavior. Si1ce the model is not bound by 

the hydrostatic approximation it also ide,ally suited for studies of the 

int eractions bet ween the regional boundary layer circulations and the 
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local scale circulations in complex terrain. These include the details 

of the coupl i ng and decoupling mechanisms between the valley and 

regional flow systems as well as the interrelationships between the 

local, mesoscale and synoptic scale features . 
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APPENDIX I 

ROSSBY SIMILARITY IN THE ATMOSPHERIC BOUNDARY LAYER 

Dynamic similarity- analysis is an important tool used to 

theoretically describe properties of fluid turbulence. Its basic 

premise is that fluid properties can be non-dimensionalized using 

appropriate scaling parameters so that a single theory can be used to 

cover a wide variety of observed behavior provided that the dominant 

forcing mechanisms are dynamically similar. The scaling parameters must 

be chosen to reflect this restriction. Modern atmospheric boundary 

layer (ABL) similarity theories stem from the two layer model first 

proposed by Rossby and Montgomery (1935) for neutral, stationary and 

barotropic flow. In that paper, it was proposed that the velocity 

structure of the ABL could be determined from three externally specified 

parameters, the geostrophic wind speed, G, the surface roughness height, 

z , and the Coriolis parameter, f. These three parameters form a nan-o 
dimensional quantity known as the surface Rossby number defined by 

(I.l) 

This theory has since been revised and updated by Kazanski and Manin 

(1962) and Blackadar and Tennekes (1968). 

From Blackadar and Tennekes, the equations for neutral barotropic 

boundary layer flow in the northern hemis phere can be written as 

( I. 2) 
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-f(u-u ) + Q_ -;;-r;;r = 0 g dz ( I. 3) 

with t he boundary conditi ons u'w' = u2 = 0, an d u = v = 0 at * ' 
z = z and u'w' = v' w' = 0 at z = h, t he top of the ABL. The ABL is 

0 

divided i nto two layers, an inner or surf ace layer e compassing the 

lowest few percent and an outer or Ekman layer extending from the top of 

the surface layer to h. ~n the surface layer, the fict i onal ef fec t s 

are t he strongest and the fl ow i s ma ·ntained by the momentum fl ux t o the 

surface through the l ayer. Cons equent ly, it i 5 appropri ate for 

velocit i es to be sca ~ed by u* and heights by z • 
0 

In the outer layer, 

the flow field approaches geostrophi c ba l ance with i ncreas i ng height, 

losing all boundary eff ects at h. owever, the frictional influence of 

the underlying surface is still si gni f icant throug the depth of the 

ABL. Therefore, the appropriate scaling para~eters are h for he ights 

and u* for ve l cities. Since his proportional to u*/f, this parameter 

can be used in i ts ~lace. 

Us i ng Prandtl 's surface layer theory wh "ch assumes that h>>z and 
0 

that the surface layer wind does ot turn wi : h height, I.2 can be 

rewritten in non-d i mensional form for the surface layer as 

(I .4) 

After scaling I.2 ad I .3, the outer layer equations are 

(I.5) 

( I. 6) 
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In the so lu tion of the t wo-laye r model, the solutions to F and f must 
X X 

app roach the sa~e asympt otic value in the double limit z/ h + 0 and 

z/z + 00 • Likewis e , F must asymptoticall y approach O in the same 
0 y 

double limit. From Blackadar and Tennekes, solutions meeting this 

requir.ement are Prandt l ' s equat i on for the surface layer, 

( I. 7) 

and 

2 J ½ - B ' ( I.8) 

. - B !!i sin a - k G ( I. 9) 

f or the outer l ayer; A and Bare un i versal constants and a is the angle 

between the surface layer and geostrophic wind directions. Equation I.7 

is the we 11 known surface 1 ayer "constant stress II or 1 ogarit hmi c 

prof il e. The outer layer solutions do not define the shape of the 

universal functions F and F , which must determined experimentally, but 
X y 

they do quantify the eff ect of the underlying surface on the geostrophic 

wind from the externally defined parameters. It should be noted that in 

the Soviet and European literature, the constants A and Bare reversed, 

an unfortunate consequence of independently conducted research. 

Diabatic extensions to Rossby similarity apply similar methods to 

match the solut i ons in the surface layer to those in the outer layer 

when a turbulent heat flux is also present through the ABL. For this 

purpose , Monin -Obukhov simi larity is used in the surface and outer 

l ayers (Zilitinkevich and Deardorff, 1974). In the surface layer, t he 

non -dimensional wind shea r ¢Mand potential temperature gradient ¢H 

def i ned by 



<P = N 

24 2 

w'8' s 

d 
dz 

(I.10) 

(I.11) 

are universal functions of z/L where Lis the Monin-Obukhov length. 

Businger et al. (1971) and Oyer and Hicks (1970) have independently 

determined the form of these functions f rom experimental data. In the 

outer layer, I. 6 and I.9 are st il l valid, but A, B, F and F are 
X y 

functions of the sta bility paramet er (u*/fl). Additionally, a third 

equation is nec essary for the outer layer to describe the non-

dimensional turbulent heat flux, 

3(z) - e(h) = l F ( u ) 
e k e Ro ' ~f L ' * 

(I.12) 

where e* = w1 e 1 /u*. Integration of I. 12 yields an expression for the s 
bu lk potential temperature gradient, 

( I.13) 

Values of the functions A, Band C have been determined experimentally 

by several authors and are summarized in Mc Bean (1979). 

Rossby similarity breaks down when the assumptions inherent in its 

formulation are no longer valid, which is most often the· situation. For 

example, Rossby similarity does not describe very convective or very 

stable boundary layers, situations in which the velocity scaling 

parameter u* is no longer appropriate. Si~ilari ty theory is also 

incapable of describing the time dependent behavior of non-stationary 
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and inhomogeneous flow fields. However, Rossby simi la rity does form the 

basis for the development _of ABL theory and therein is found its 

importance . 



APPENDIX II 

MODEL SENSITIVITY EXPERIMENTS 

In addition to the two sensitivity experiments described in Chapter 

IV, simu l ations were execLt ed to test _the initialization procedure, the 

turbulence parameterization and the grid spacing to guarantee that the 

model was producing phys i cally consistent solu ions . The test of the 

initialization procedure consisted o a 4 h si mulation using the short 

plain with no surface heating or cooling. Subsequently, three 

simulations with dif ering terrain configurations and turbulence 

closures were run to check the perf rmance of the turbulence 

parameterization. Final y, a single simulation was run to determine the 

differences produced by doubling the grid spacing in a two-dimensional 

simulation prior to the execution of the cour5e grid three-dimensional 

simulations described in Chapter IV. 

A. Test of Model Initialization Procedure 

For the t est of the initialization procedure , the Case 2 

simulation was continued for 4 h ·th no hea:ing following the 1 h 

initialization period. The model fields at the start and the end of the . 

4 h test simulation are shown in Figure II.I for comparison. Wind 

speeds in the lowest layer increased slightly from 1.5 m s-l to 1.6 m 

s-l over the f lat and sloping plains. Since lower level wind speeds 

increased with increasing elevation, it was difficult to discern any 

change that occurred during the 4 h simulation, but speeds appeared to 
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be 0. 0-0.1 m s- l highe r at th e end of the run. Bet wee n 200 m AGL and· 

500 m AGL at any l ocati on, the wi nd speeds decreased 0.0-0.1 m s- lover 

the same ti me per iod . Above 500 m AG L, the wi rd sp eed diffe renc es were 

le ss than 0.2 m s-l in magnitude and random in sign. Li kewise, the 

pot ential temperature dev i at i ons throughout the domain were less than 

0.2 K with no systemat i c change in s ·gn. Based upon these results, it 

was det ermi ned that the 45 mi n ad ju stme nt peri Jd follow i ng the 

imposition of winds at the external boundaries was sufficient to allow 

the mod el to ac hi eve a st eady-state st r ucture. 

B. Tes ts of Turbulence Closure 

In addit i on to the Case 2 simulation described in Chapter IV, three 

model simulations were perf ormed to test both the diagnostic turbu l ence 

closure used in p evious studies (Bader and McKee, 1983, 1985; Banta, 

1982) and the Yamada scheme which was used in the present study. 

Resu l ts from the di agnostic scheme test showed that the solution was 

inadequate in stable re £imes. Sub-grid scale fluxes were strongly 

suppressed by the slightest degree of static stabi ity, resulting in an 

underestimation of downward turbulent transports of heat and momentum. 

Despite the presence of vertical wind shears on the order of 10- l -
-2 -1 -1 10 s in a layer wit h a lapse rate of only 0.002 Km , the sub-grid 

scale f l uxes remai ned near the values produc2d by the arbitrarily 

specified minimum mixing coefficient. The failure of the 

parameterization to suppress the very small wavel ength features 

compounded by the dynamical forcing of the terrain resulted in the 

product i on of grow i ng numerical instabilities appearing in the solution 

after 2 h. Consequent ly, one should have l ttle confidence in this 
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parameterization except in the strongly convective cases for which it 

was designed. 

Although the Yamada scheme performed satisfactorily in Case 2, two 

additional model simulations were executed to ascertain whether the 

scheme was overly diffusive in stable lapse rates when ·used with the 

model configuration employed in this study. In the first case, the 

terrain was removed from the model and a simulation was executed with an 

identical initialization procedure and surface cooling function as were 

used in the Cas·e 2 simulation. At sunset, the boundary layer was well 

mixed with a potential temperature ranging from 314.6 K near the surface 

to 315.2 Kat 1400 m AGL. Wind speeds followed the externally imposed 

profile with u =5 m s-1• After 4 h, the surface cooling had produced a 
0 

strong 14 K surface based inversion extending to 175 m AGL topped by a 

50 m deep transition layer lying between it and the overlying mixed 

layer. Wind speeds in the lowest model layer decreased from 1.1 m s-l 

to -0.5 m s-l however wind speeds in the higher levels changed less 

than 0.2 m s-l with a slight deceleration found in the inversion layer 

and a small acceleration found in the mixed layer. Considering the 

course grid resolution, the model realistically simulated the NBL 

development and was not overly diffusive. 

The second test of the Yamada scheme consisted of reversing the 

initial wind direction and repeating the Case 2 simulation. In such a 

configuration, the model should produce mountain wave features and 

thereby provide a good test of the horizontal diffusion in the model. 

Although the model was not configured to produce a realistic simulation 

of mountain waves, the simulated structure consisted of a standing wave 

typical of downslope windstorms associated with mountain waves. 
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Figure II_.2a shows the initial state. of the mod _l following the 1 h 

initialization period, The relative ly high wind speeds (over 12 m s-1) 

above the high plateau ha ve produced a hydraulic jum on the lee side of 

the slope with a small separated stagnant zone over the lower part of 

the sloping plai n, Four hours of surface cool ·ng resulted in the 

structure appearing Figure II.2b. The increas ed stability produced by 

the cooling has intensified the standing wave and formed a three layer 

vertica l structure ove r the flat and sloping plains. Since the f low was 

decoupled from the overlying winds at sunset, an i nversion had formed in 

response to the surface cooling. A nearly neutral layer laid between 

the top of the invers ·on at 225 m AGL and the base of the standing wave 

at 400 m AGL, From this solution was concluded that the Yamada 

scheme successfully preserved the dominant structures and did not 

diffuse the larger scale horizontal features. 

C. Test of Horizontal Grid Spacing 

Since the three-dimensional simulations requ ·red the doubling of 

the horizontal grid spacing and the small timestep, the Case 2 

simulation was repeated using a 750 m grid spacing and a 1:6 time-step 

ratio to test the mode 's performance in the coarse resolution 

configuration. Figure II.3a shows the simulated structure 4 h after 

sunset. The surface inversion layer extend2d to 275 m AGL over the flat 

and sloping plains which is ·surmounted by a 100 m deep quasi-isothermal 

transition layer. Overlying the 0.5 ms drainage flow in the lowest 

layer was 100 m deep easterly thermal circulation with speeds of 

2.3 ms-lat 75 m AGL and 0.1 ms-lat 125 m AGL as compared to 

1.7 ms 1 and 0.6 m s-l speeds found at th2 same elevations in the 
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Case 2 experiment (Figure II.3b). Also like the Case 2 simulation, 

strong shears were present through the transition layer which continued 

to mix the cold air vertically and slowly deepened the transition layer. 

The stable layer depth decreased with increasing surface elevation with 

differences in simulated lapse rates between the Case 2 and coarse 

resolution solutions being negligible. However, systematic temperature 

differences of -0.5 K were noticed in the lower layers of the coarse 

resolution results. Despite these deviations, it was determined that 

the coarse resolution configuration adequately reproduced the boundary 

layer structure found in the Case 2 results. 
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