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ABSTRACT OF DISSERTATION 

MECHANISMS OF OBSERVED SEA SURFACE TEMPERATURE VARIABILITY 
IN THE EXTRATROPICAL SOUTHERN HEMISPHERE 

The physical mechanisms that drive sea surface temperature (SST) variability in 

the extratropical Southern Hemisphere (SH) are examined using multiple ocean 

temperature datasets. The first part of the study provides a detailed analysis of the 

relationships between variability in SH SST anomalies, the Southern Annular Mode 

(SAM) and the El-Nino/Southern Oscillation (ENSO) during the warm (November-April) 

and cold (May-October) seasons. It is shown that the signatures of the SAM and ENSO 

in the SST field vary as a function of season, both in terms of their amplitudes and 

structures. SAM-related SST anomalies are primarily driven by surface turbulent heat 

fluxes with a smaller contribution from heat advection by Ekman currents. The role of 

turbulent heat fluxes in generating ENSO-related SST anomalies is less clear. 

Analyses of the temporal evolution of the relationships between the SAM and the 

SST field demonstrate that SST anomalies are largest when SSTs lag by ~1 week and 

persist for up to 8 weeks. In the absence of ENSO, cold season SAM-related SST 

anomalies persist longer than their warm season counterparts, consistent with seasonal 

variations in the depth of the mixed layer. 

The second part of the study uses observations of subsurface temperatures to 

examine the winter-to-winter "reemergence" of SST anomalies in the extratropical South 
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Pacific. Reemergence is the mechanism whereby SST anomalies formed in the late 

winter are sequestered beneath the shallow summer mixed layer and then re-entrained 

into the deepening mixed layer during the following fall/winter. The results exhibit a 

pronounced reemergence signal in which surface temperature anomalies during the late 

winter season are strongly correlated with surface temperature anomalies during the 

subsequent early winter months, but are only significantly correlated with temperature 

anomalies beneath the mixed layer during the intervening summer months. The results 

are robust to small changes in the period of analysis and are qualitatively similar to 

existing evidence of reemergence in the Northern Hemisphere. The signal of reemergence 

evident in the subsurface data is readily apparent in SST data in the western South 

Pacific. Reemergence is less evident in SST data in the eastern South Pacific. 

Laura M. Ciasto 
Department of Atmospheric Science 

Colorado State University 
Fort Collins, CO 80523 

Summer 2008 
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CHAPTER ONE 
INTRODUCTION 

The Southern Hemisphere (SH) ocean basins, including the South Atlantic, South 

Pacific, Indian and Southern Oceans, account for ~60% of the total area of the world 

ocean. However, the SH oceans are also some of the most poorly sampled regions of the 

globe, particularly poleward of 30°S. The lack of in situ data has limited the exploration 

of variability in the SH oceans until recently when observations from programs such as 

the World Ocean Circulation Experiment (WOCE), ARGO and satellite-derived sea 

surface temperatures (SSTs) have become available. 

Analyses of the available observations suggest that variability in the SH oceans 

may significantly impact the global climate system. For example, the lack of physical 

barriers in the Southern Ocean allows water to flow via the Antarctic Circumpolar 

Current (ACC) along all longitudes uninterrupted by land, thus linking all major ocean 

basins in the SH. This communication between basins is crucial for the transport of heat 

and other properties around the globe. For instance, the meridional overturning 

circulation in the Southern Ocean and the ACC is responsible for redistributing deep-

water formed in the North Atlantic to other basins such as the Indian and Pacific Oceans 

(Rintoul et al. 2001). Hence, fluctuations in the rate of the meridional overturning 

circulation in the Southern Ocean could, in turn, influence the global thermohaline 

circulation. 
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The SH oceans are also a key component of the global carbon cycle, sequestering 

-60% of the total anthropogenic carbon dioxide (CO2) taken up by the oceans (Sabine et 

al. 2004). The fluxes of CO2 between the Southern Ocean and atmosphere are directly 

influenced by surface winds and therefore fluctuations in the atmospheric circulation may 

also drive fluctuations in the rate of CO2 uptake. Recent trends in the SH atmospheric 

circulation may have driven a weakening of the Southern Ocean CO2 sink (Lovenduski et 

al. 2006), and this weakening may have had a significant impact on the global climate 

system. 

While recent studies have provided considerable insight into the role of the SH 

oceans in the global climate system, there are still many aspects of SH ocean-atmosphere 

interaction that are relatively unexplored. The main goal of this dissertation is to 

comprehensively examine the mechanisms that generate variability in the extratropical 

SH SST field. In this chapter, I will first discuss the physical processes that regulate the 

heat budget of the ocean mixed layer and then provide a review of observed SST 

variability in the extratropical SH oceans. 

1.1 Heat Budget of the Ocean Mixed Layer 

Before discussing the mechanisms that drive the observed SST variability in the 

SH oceans, it is worth first reviewing the components of the heat budget of the ocean 

mixed layer shown in Figure 1.1. The heat budget of the ocean mixed layer can also be 

expressed mathematically as: 

dSST 
pcpH—— = SWa-SW0 + LWa-LWs-Fhf + Fh-Fv (1.1) 
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where cp and p are the heat capacity and density of sea water, respectively; H is the depth 

of the mixed layer; SWa is the incoming short-wave (solar) radiation; SW0 corresponds to 

the short-wave radiation that passes through the mixed layer; LWa and LWS correspond to 

long-wave radiation emitted from the atmosphere and surface, respectively; F^/is the net 

surface turbulent heat flux (the sum of the sensible and latent heat fluxes); and Fv and Fh 

correspond to heat fluxed by vertical and horizontal transport, respectively. 

hf SWa LWa LWS 

dSST 

dt 

SWr 

Figure 1.1. Heat budget of the ocean mixed layer. 

Equation (1.1) states that the tendency in the temperature of the ocean mixed layer 

(dSST/di) is driven by the net exchange of heat with both the atmosphere and the 

surrounding ocean regions. The ocean mixed layer receives radiant energy in the form of 

short-wave (solar) radiation and long-wave radiation from the atmosphere, and it loses 

energy through long-wave radiation emitted by the surface. Energy is further exchanged 

through fluxes of latent and sensible heat at the air-sea interface and through lateral and 

vertical heat transport within the mixed layer. In the sections below, I will describe the 

contribution of each term in Eq. (1.1) to the total heat budget of the ocean mixed layer as 
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well as the relative contribution of each term to the generation of extratropical SST 

variability. 

1.1.1 Radiative Heat Fluxes 

The radiative fluxes in Eq. (1.1) consist of the following terms: the net 

convergence of solar radiation in the mixed layer (SWa-SW0), long-wave radiation emitted 

from the atmosphere LWa, and long-wave radiation emitted from the surface, LWS. These 

terms are described below. 

The amount of solar radiation absorbed by the mixed layer is determined by the 

following two factors: 1) The amount of incoming short-wave radiation received at the 

surface, which depends on the net solar flux at the surface as well as the surface albedo. 

The albedo of the ocean is ~5% but varies as a function of wind speed, cloudiness, solar 

zenith angle, and the presence of sea-ice (Hartmann 1994); and 2) The amount of solar 

radiation that passes through the mixed layer, which is dependent on the optical depth of 

the mixed layer. As more dust, debris and biological life appear in the mixed layer, less 

radiation is able to pass through to deeper levels of the ocean, and hence more incident 

solar radiation is absorbed in the mixed layer. 

Changes in the heat budget of the ocean mixed layer are also influenced by long­

wave radiation emitted by both the atmosphere and the surface of the ocean. Long-wave 

radiation is strongly dependent on temperature (<*T4). Thus, anomalously warm air 

temperatures will give rise to increased atmosphere-to-ocean long-wave fluxes at the 

surface of the mixed layer and anomalously warm ocean temperatures in the mixed layer 

will lead to increased ocean-to-atmosphere long-wave fluxes. 
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1.1.2 Surface turbulent heat fluxes 

The net surface turbulent heat fluxes Ff,/ in Fig. 1.1 and Eq. (1.1) represent the 

transfer of sensible and latent heat across the air-sea interface and are described in further 

detail below. 

A net sensible heat flux occurs in the presence of a vertical temperature gradient 

between the ocean mixed layer and the air directly above it. Heat is transferred across the 

air-sea boundary through the following two processes: conduction of heat from wanner to 

cooler regions via molecular activity and convection of heat by fluid motion. Within the 

first few millimeters above and below the air-sea interface, the flux of sensible heat 

occurs via conduction. However, because the atmosphere is a poor conductor of heat, 

beyond the thin layer of air above the interface, heat is dispersed throughout the boundary 

layer via mechanical turbulence and convection. 

The most commonly used method to estimate the net sensible heat flux is the bulk 

aerodynamic formula (Hartmann 1994): 

SH = cpPCDHUr(Ts-Ta) (1.2) 

where cp is the specific heat of air, p is the density of air, CDH is the aerodynamic transfer 

coefficient for heat (-TO-3), Ur is the climatological wind speed and (TS-TJ is the 

temperature difference between the air at 10 m (denoted by subscript a) and the surface 

of the ocean (denoted by subscript s). Eq. (1.2) reveals that anomalously warm SSTs or 

cool surface air temperatures are associated with a net flux of sensible heat from the 

ocean to the atmosphere. 

Fluxes of latent heat (e.g., evaporative cooling) arise from the energy needed to 

transform water from one state to another. For example, when water evaporates, energy is 
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extracted from the surface to convert the molecules from their liquid to gaseous state. The 

energy required to evaporate water is held latent (i.e., hidden) and later released when the 

reverse process occurs (e.g., condensation of water vapor into liquid cloud or fog 

droplets). The evaporation of water makes energy available to the atmosphere that would 

have otherwise gone into warming the surface. 

The bulk aerodynamic form of the net latent heat flux is expressed as (Hartmann 

1994): 

LH = LvPCDLUr(qs-qa) (1.3) 

Lv corresponds to the latent heat of evaporation (2.5xl06 J/kg). CDL is the aerodynamic 

coefficient for water vapor (~10"3). The last terms, qs, qa, are the specific humidity at the 

surface and at 10 m, respectively. 

Of all the components of the heat budget of the ocean mixed layer, the surface 

turbulent (sensible + latent) heat fluxes have the largest impact on extratropical SST 

variability on interannual and shorter time scales (e.g., Frankignoul and Reynolds 1983; 

Frankignoul 1985). Numerous observational studies have demonstrated that the dominant 

structures of extratropical SST variability in the NH are predominantly generated by the 

surface turbulent heat fluxes associated with the leading patterns of atmospheric 

variability (Bjerknes 1964; Cayan 1992a, b; Battisti et al. 1995; Visbeck et al. 2003) but 

as we will discuss in Section 1.2, the role of surface turbulent heat fluxes in driving the 

large-scale patterns of SST variability in the extratropical SH has not been extensively 

examined. 
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1.1.3 Horizontal transport of heat 

The horizontal transport of heat Ff, in Eq. (1.1) is primarily generated by the wind-

driven circulation of the ocean. The steady-state, linearized equations of motion in the 

ocean can be written as (Pond and Pickard 1983): 

- / (v , + v£) -r + 
Pdx pdz ( 1 4 ) 

x . . 1 dp 1 dxy 

f(ug + uE) — + — — 
p dy p dz 

where u and v are the zonal and meridional velocities, respectively; the subscripts g and E 

refer to the geostrophic and Ekman components of the flow, respectively; /corresponds 

to the Coriolis parameter, p is the density of sea water, p is the pressure and x is the 

surface wind stress. In the sections below, we describe the mechanisms through which 

the surface wind-stress and pressure gradient forces drive localized Ekman currents and 

large-scale geostrophic currents, which, in turn, drive fluctuations in the extratropical 

SST field. 

1) Transport of heat by Ekman currents 

Ekman currents are the component of the wind-driven circulation balanced by the 

frictional surface wind-stress (i.e., the Coriolis torque acting on Ekman currents is 

balanced by the second term on the right-hand-side of Eq. 1.4). Assume that the ocean 

comprises of an infinite number of discrete layers: the wind stress acting upon the top 

layer of the ocean deflects the surface current 45° to the left of the wind direction in the 

SH. The next layer down does not "feel" the wind, but rather the layer above and below 

it, and is deflected slightly more to the left. The result is that, with increasing depth, the 
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flow not only gets weaker but is also directed increasingly to the left of the surface wind. 

Near the bottom of the Ekman layer, the current is oriented in the opposite direction of 

the surface wind. 

The total transport within the Ekman layer is found by vertically integrating Eq. 

(1.4) over the depth of the wind-driven layer: 

Ty 

uE= — 
Pf (IS 

V —?-
E pf 

where UE and VE represent the transport of water in the wind-driven layer of the upper 

ocean via Ekman currents. Eq. (1.5) shows that the total Ekman transport is directed 90° 

to the left of surface wind stress in the SH and vice versa in the NH. Thus, equatorward 

Ekman heat transport is observed in the presence of westerlies and poleward Ekman heat 

transport is observed in the presence of easterlies. 

The heat advection by the Ekman currents Fuek can be written as (Marshall et al. 

2001; Visbecketal. 2003): 

FHek=cpMek-VSST (1.6) 

where Mek is the total Ekman transport in the zonal and meridional directions from Eq. 

(1.5). Eq. (1.6) states that heat advection by Ekman currents is dependent on the strength 

of the Ekman transport, which is a function of wind stress, as well as the gradients in the 

SST field. As a result, heat advection by Ekman currents strongly impacts variability in 

the SST field in the extratropics where strong surface winds and large SST gradients are 

observed. Ekman currents respond almost instantaneously to surface wind stress and 

therefore impact SST anomalies on relatively short time scales (i.e., less than a month). 
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Heat advection by Ekman currents (hereafter referred to as Ekman heat fluxes) 

generally plays a smaller role in generating large-scale extratropical SST patterns than 

surface turbulent heat fluxes on interannual time scales (Frankignoul and Reynolds 1983; 

Haney 1985; Frankignoul 1985; Luksch and von Storch 1992; Sterl and Hazeleger 2003). 

However, the Ekman heat fluxes are nevertheless crucial for obtaining the detailed 

structure and correct magnitude of the patterns of midlatitude SST variability (Seager et 

al. 2000; Haarsma et al. 2005; Alexander and Scott 2008). As is the case with the surface 

turbulent heat fluxes, the role of Ekman heat fluxes in driving the large-scale SST 

variability in the extratropical SH has not been extensively examined. 

2) Comments on the transport of heat by geostrophic currents and the thermohaline 

circulation 

Geostrophic currents are the component of the wind-driven circulation driven by 

pressure gradient forces (i.e., the Coriolis torque acting on the geostrophic currents is 

balanced by the first term on the right hand side of Eq. 1.4). Unlike Ekman currents, 

geostrophic currents do not respond instantaneously to fluctuations in the surface wind 

stress field. Consequently, the role of temperature advection by geostrophic currents in 

generating SST variability will dominate decadal time scales but will be less important 

than surface turbulent and Ekman heat fluxes on interannual and shorter time scales 

(Frankignoul and Reynolds 1983; Saravanan and McWilliams 1998). More details on the 

geostrophic flow in the Southern Ocean and, in particular the Antarctic Circumpolar 

Current, are provided in Section 1.2.3. 
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In addition to the wind-driven circulation, the ocean also transports heat 

horizontally via the thermohaline circulation. For example, the poleward heat transport 

within the Gulf Stream is driven partly by the wind-driven gyre circulation and partly by 

the circulation required to compensate for deep-water formation in the high latitudes of 

the North Atlantic. Variations in the rate of deep-water formation will give rise to 

variations in the horizontal heat transport. However, like the geostrophic currents, the 

impact of the thermohaline circulation on horizontal heat transport in the ocean mixed 

layer is more likely to affect SST anomalies on interdecadal rather than monthly time 

scales. 

1.1.4 Vertical transport of heat 

The effect of vertical heat transport Fv on the heat budget of the ocean mixed 

layer (Eq. 1.1) occurs primarily through two mechanisms: 1) variations in the depth of the 

mixed layer and 2) vertical motion driven by the horizontal convergence and divergence 

of surface Ekman currents. 

1) Variations in the depth of the mixed layer 

Variations in the depth of the mixed layer are predominantly associated with 

convection (i.e., surface cooling deepens the mixed layer through buoyancy effects) and 

mechanical mixing (i.e., strong surface winds will induce more vertical mixing than weak 

winds). As a result, a shoaling of the mixed layer will detrain anomalous SSTs and a 

deepening of the mixed layer will entrain anomalous temperatures from below. Note that 

the depth of the mixed layer, which corresponds to vertical extent of mixing in the upper 
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ocean, is not necessarily equal to the depth of the Ekman layer, which corresponds to the 

vertical extent of influence by surface wind stress. 

Variations in the mixed layer depth also affect the persistence of SST anomalies. 

The subduction and re-entrainment of SST anomalies associated with the seasonal cycle 

of the depth of the mixed layer gives rise to the winter-to-winter persistence of 

extratropical SST anomalies, a process termed "reemergence" by Alexander and Deser 

(1995). Reemergence was first noted by Namias and Born (1970, 1974), who found that 

extratropical SST anomalies tend to persist from one winter to the next but not through 

the intervening summer. They hypothesized that SST anomalies extending deep into the 

mixed layer are sequestered beneath the shoaling mixed layer during the spring and thus 

are insulated from the surface and atmospheric variability. When the mixed layer deepens 

in the subsequent fall, the sequestered thermal anomalies are re-entrained back into the 

mixed layer. Consequently, reemergence does not directly generate extratropical SST 

anomalies but accounts for their year-to-year persistence (Deser et al. 2003). 

Evidence of reemergence has been widely documented across the North Atlantic 

(Alexander and Deser 1995; Watanabe and Kimoto 2000; Coetlogon and Frankignoul 

2003; Timlin et al. 2002) and North Pacific (Alexander and Deser 1995; Alexander et al. 

1999) basins. However, there is only sparse observational evidence of reemergence in the 

SH ocean basins, which will be discussed in more detail in Section 1.2. 

2) Convergence and divergence of Ekman currents 

The vertical transport of heat into the mixed layer is also driven by the 

convergence and divergence of the horizontal surface Ekman currents. Combining the 
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horizontal derivative of Eq. (1.5) with the continuity relationship reveals that the vertical 

velocity at the base of the Ekman (i.e., wind-driven) layer is directly proportional to the 

curl of the wind stress (Hartmann 1994): 

wE = k • V x 
«) ( 1 ' 7 ) 

Consequently, regions of cyclonic wind stress in the SH will drive convergence of 

the horizontal Ekman currents, which, in turn, generates sinking motion at the base of the 

ocean mixed layer. The opposite is true in regions of anti-cyclonic wind stress. Vertical 

heat transport by Ekman pumping/sinking primarily generates SST anomalies on 

relatively small spatial scales and has less influence on large-scale patterns of SST 

variability (Frankignoul 1985). Note that the horizontal divergence/convergence of 

Ekman currents is responsible for the pressure gradient forces that give rise to 

geostrophic currents. 

1.1.5 The null hypothesis of extratropical SST variability 

Of all the mechanisms given in Eq. (1.1), and described above, the surface 

turbulent heat fluxes and, to a lesser extent, Ekman heat fluxes generally have the largest 

impact on large-scale extratropical SST variability on month-to-month timescales (e.g. 

Frankignoul and Reynolds 1983; Frankignoul 1985). The response of the ocean mixed 

layer to changes in the surface turbulent and Ekman heat fluxes associated with random 

atmospheric forcing is frequently used as a benchmark for assessing the importance of 

other physical processes in the ocean and is thus often considered a "null hypothesis" for 

extratropical SST variability. 
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The response of the ocean mixed layer to surface turbulent heat fluxes was first 

extensively examined in a simple stochastic climate model by Frankignoul and 

Hasselman (1977; hereafter FH77). By excluding the radiative and transport terms in Eq. 

(1.1) and assuming a mixed layer of fixed depth H, the model developed in FH77 

explicitly examined the SST response to stochastic atmospheric forcing characterized by 

surface heat fluxes. The FH77 model is given as: 

pcpH~=F'-kT> (1.8) 
at 

where p is the density of seawater, cp is the heat capacity of the ocean, and the last term 

on the right hand side denotes the damping of the SST anomalies via a constant feedback 

factor X, (e.g., Newtonian cooling). The damping XT' corresponds to a highly idealized 

representation of the ocean-to-atmosphere sensible and latent fluxes associated with T 

(Frankignoul and Hasselman 1977; Barsugli and Battisti 1998; Deser et al. 2003). The 

feedback factor X is estimated from bulk aerodynamic formula (e.g., Eqs. 1.2 and 1.3) and 

is dependent on the surface winds, surface temperature, and relative humidity. 

The model developed in Frankignoul and Hassleman (1977) reveals that the large 

thermal inertia of the mixed layer of the ocean renders it sensitive to only the low-

frequency part of the atmospheric forcing. Hence, the SST field has a spectrum consistent 

with red-noise and an e-folding time scale as large as -3-5 months, despite the fact the 

atmospheric forcing may have a decorrelation timescale of only a few days. 

The FH77 model is often viewed as a null hypothesis for understanding 

extratropical SST variability. However, the model in Eq. (1.8) is a simplification of 

extratropical ocean-atmosphere interaction and cannot account for other characteristics of 
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the SST field such as mixed layer processes, ocean-atmosphere coupling, or the effects of 

the thermohaline circulation. By extending the FH77 model to include the effects of the 

seasonal cycle of the mixed layer depth, Deser et al. (2003) showed that white noise 

atmospheric forcing can give rise to wintertime SST anomalies with an e-folding 

timescale of up to -two years. 

1.2 Observations of Large-Scale Extratropical SST Variability in the Southern 

Hemisphere 

In the previous sections, we reviewed the heat budget of the ocean mixed layer 

and the relative importance of different physical factors for fluctuations in extratropical 

SST field. The primary mechanisms that drive SST anomalies are surface turbulent heat 

fluxes and, to a lesser extent, heat advection by Ekman currents. Variations in the depth 

of the mixed layer are inversely proportional to the tendency in SSTs, thus impacting the 

amplitude and persistence of SST anomalies generated by the heat fluxes. 

A large fraction of the observational studies that have examined the relative 

contributions of different mechanisms to extratropical SST variability have focused on 

the North Atlantic and North Pacific oceans. This is primarily because of the high quality 

and quantity of ocean observations in the extratropical Northern Hemisphere (NH) 

relative to the SH. For example, until the late 1970s/early 1980s, most sea surface 

temperature observations were measured in situ onboard ships crossing between major 

population centers in North America, Europe and Asia. Relative to the NH, the number of 

ships crossing the SH ocean basins is small, and thus there are fewer in situ SST 

observations available in the Southern Ocean (e.g., Reynolds and Smith 1994). 
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The lack of in situ temperature observations in the SH has prevented extensive 

analysis of large-scale variability in the Southern Ocean until global satellite-derived SST 

data became available starting in the late 1970s/ early 1980s. Thus, there are now several 

decades of satellite-derived SST observations available for the SH oceans, a period long 

enough to warrant detailed explorations of variability in the extratropical SH SST field. 

Figure 1.2 shows a schematic of the heat budget of the ocean mixed layer with the 

contributions of different SH climate phenomena highlighted on the figure. In this 

section, we will discuss the role of all of these phenomena in driving variability in the SH 

SST field. 

Fhf(SAM,ENSO) S W a ^ LWs 

Fv(reemergence) I SW 

FJSAM,ENSO) 

Fh(ACC) 

Figure 1.2. Heat budget of SH ocean mixed layer. The mechanisms 

in bold-face are discussed in Section 1.2. 

1.2.1 Leading modes of Southern Hemisphere atmospheric variability and associated 

patterns of SST anomalies 

As discussed in Section 1.1, changes in the surface turbulent heat fluxes 

associated with large-scale variability in the atmospheric circulation play a key role in 
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generating large-scale SST anomalies on interannual timescales. Here, we review large-

scale structures of extratropical SH atmospheric variability and their associated patterns 

of SST anomalies. 

Large-scale atmospheric variability in the SH is dominated by two patterns of 

climate variability: the Southern Annular Mode (SAM) and the remote SH response to 

the El-Nino Southern Oscillation phenomenon (ENSO). The SAM is characterized by 

nearly zonally symmetric north-south vacillations in the latitude of the midlatitude 

atmospheric westerly jet (Kidson 1988; Karoly 1990; Thompson and Wallace 2000). The 

high index polarity of the SAM is defined as periods when the midlatitude jet is 

contracted poleward, and thus when the flow poleward of 50°S is anomalously westerly 

and pressures over the SH polar region are anomalously low. The low index polarity of 

the SAM is defined by anomalies in the opposite sense. The SAM has a timescale of-10 

days (Lorenz and Hartmann 2001), is believed to reflect a positive feedback between the 

zonal flow and transient eddies in the SH storm track (Lorenz and Hartmann 2001), and 

explains -25% of the month-to-month variability in the SH geopotential height field 

(Kidson 1988; Karoly 1990; Thompson and Wallace 2000). 

In contrast to the zonally symmetric structure of the SAM, the SH atmospheric 

response to ENSO is predominantly wave-like (e.g., Karoly 1989; Kiladis and Mo 1998; 

Kidson and Renwick 2002). During the warm phase of the ENSO cycle (i.e., El Nino 

conditions), increased convection in the central tropical Pacific creates anomalous upper 

level vorticity, which is advected poleward in the upper tropical troposphere by the mean 

meridional circulation (Sardesmukh and Hoskins 1988). From the subtropics, the 

anomalous vorticity excites a pattern of standing Rossby waves extending from the 
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subtropics towards North America in the NH and the Southern Ocean in the SH (Hoskins 

and Karoly 1981). In the SH, the wave train associated with the warm phase of ENSO is 

characterized by cyclonic anomalies to the west of New Zealand, anti-cyclonic anomalies 

to the west of the Antarctic Peninsula and cyclonic anomalies off the east coast of 

southern South America (Karoly 1989). 

A complicating factor in interpreting large-scale SH atmospheric variability is that 

during austral summer, the remote response to ENSO includes not only the wave-like 

response noted above, but also a component that projects onto the SAM (L'Heureux and 

Thompson 2006). Thus the impacts of the SAM and ENSO on high latitude SH climate 

bear strong resemblance to each other during the SH summer season. 

The impact of the SAM on variability in the extratropical SH SST field has been 

examined in only a handful of observational and modeling studies (e.g., Watterson 2000; 

Hall and Visbeck 2002; Holland et al. 2005; Lovenduski and Gruber 2005; Verdy et al. 

2006; Sen Gupta and England 2006). Observations reveal the pattern of SST anomalies 

associated with the high index polarity of the SAM is marked by predominantly warm 

SST anomalies along 30°-40°S, cold SST anomalies along 50°-60°S, and a broad region 

of enhanced cold SST anomalies in the Southern Ocean centered near 50°S, 130°W 

(Lovenduski and Gruber 2005; Sen Gupta and England 2006). Numerical results reveal a 

qualitatively similar impact of the SAM on the SST field (e.g., Hall and Visbeck 2002; 

Holland et al 2005; Sen Gupta and England 2006), though in general the climate model 

ocean response to the SAM is more zonally symmetric than the observations (e.g., Hall 

and Visbeck 2002). Verdy et al. (2006) note a large fraction of SST variability in the 

vicinity of the ACC is consistent with surface turbulent and Ekman heat fluxes associated 
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with variability in the SAM as well as ENSO. Meredith et al. (2004) argue the SAM 

impacts ocean transport through the Drake Passage and Meredith and Hogg (2006) reveal 

the SAM drives anomalies in kinetic energy in the Antarctic Circumpolar Current (ACC). 

LeFebvre et al. (2004) demonstrate that the SAM influences the distribution of sea-ice 

around Antarctica. 

The pattern of SST anomalies associated with the extratropical SH response to 

ENSO has also been described in a select number of observational and modeling studies 

(e.g., Li 2000; Renwick 2002; Kidson and Renwick 2002; Holland et al 2005; Verdy et 

al. 2006). The SH SST response to ENSO is primarily associated with a dipole in SST 

anomalies between the region to the north of New Zealand and near the region centered 

near 50°S, 140°W. The pattern of SST anomalies associated with ENSO is similar to the 

leading Empirical Orthogonal Function (EOF) of extratropical SH SST anomalies 

(Kidson and Renwick 2002). 

While the relationships between extratropical SH SST anomalies and large-scale 

patterns of atmospheric variability have been documented in several studies, the physical 

processes that drive these relationships have not been comprehensively analyzed. Thus, 

one goal of this study is to examine the role of surface turbulent heat fluxes and heat 

advection by Ekman currents in generating SST anomalies associated with the SAM and 

the remote SH response to ENSO. 

1.2.2 Reemergence of wintertime SST anomalies 

The reemergence of wintertime SST anomalies has been extensively documented 

in the extratropical NH ocean basins, but has received only cursory attention in the 
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extratropical SH, presumably because of the lack of Southern Ocean subsurface ocean 

temperature observations. Hadfield (2000) noted that SST anomalies in the southeast 

Tasman Sea recur from early spring to the following fall/winter. Hanawa and Sugimoto 

(2004) noted in several datasets that SST anomalies also exhibit winter-to-winter 

persistence in the central South Atlantic, the western Indian, and the western South 

Pacific Oceans. 

The studies mentioned above relied primarily on satellite-derived SSTs, and to 

our knowledge no study has confirmed the existence of reemergence in the SH using 

subsurface temperature observations. Thus, another goal of this study is to examine the 

reemergence of wintertime SST anomalies in the extratropical SH ocean using subsurface 

temperature observations. 

1.2.3 The Antarctic Circumpolar Current 

As discussed in Section 1.1.3, the contribution of horizontal heat transport by 

large-scale currents to month-to-month variability in the SST field is generally weak 

compared to, say, surface turbulent heat fluxes over much of the extratropical oceans. 

Obvious exceptions are regions of strong western boundary currents such as the Kuroshio 

and Gulf Stream. The transport of heat by ocean currents in the SH ocean basins is 

further unique in that the basins are connected by the Antarctic Circumpolar Current 

(ACC), which is responsible for zonal transport of heat around the SH ocean basins. 

Several studies suggest the SAM may impact the Southern Ocean current systems 

including the ACC. In this section, we review the physical mechanisms that drive the 

ACC including its relationship with variability in the SAM. 
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The lack of physical barriers in the SH around ~60°S allows the ACC to encircle 

the globe uninterrupted by land. The eastward flow of the ACC is driven by the overlying 

surface westerlies. In the SH, the net Ekman transport in the wind-driven layer is directed 

90° to the left of the surface winds, and hence the Ekman transport creates a gradient in 

sea surface heights from middle latitudes towards the Antarctic continent. The resulting 

pressure gradient force is balanced by the Coriolis force acting on the eastward flow. 

The ACC is characterized by a series of circumpolar temperature fronts including 

the Polar Front and the Sub-Antarctic Front. The Sub-Antarctic front also marks the 

equatorward boundary of the ACC. The poleward boundary of the ACC is defined as the 

poleward edge of the Upper Circumpolar Deep Water (Orsi et al. 1995). The boundaries 

of the ACC can also be defined as the northernmost and southernmost lines of constant 

sea surface height that encircle the globe uninterrupted by land (Karsten and Marshall 

2002). 

Compared to other major currents, such as the Gulf Stream and Kuroshio, the 

ACC is relatively slow. The overall speed is -0.15-0.2 m/s but localized speeds can reach 

lm/s (the Gulf Stream exhibits average speeds of 1-2 m/s). However, the ACC extends 2-

4 km deep and 2000 km wide, and thus, on average, it transports -130 Sv with a 

maximum transport of 150 Sv along the Drake Passage (Whitworth 1983; Whitworth and 

Peterson 1985; Peterson 1988). The Gulf Stream transports -80 Sv near Cape Hatteras 

and - 150 Sv near 65°W (Hogg 1992; Johns 1995; Hogg and Johns 1995). 

Because the ACC is primarily driven by surface winds, variations in the intensity 

of the current are linked to variations in the atmospheric circulation. For example, in the 

positive phase of the SAM, the region of largest westerly surface wind stress shifts 
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poleward, which might give rise to a poleward intensification of the ACC, which in turn 

should give rise to enhanced equatorward Ekman transport across the ACC (Hall and 

Visbeck 2002). Hence, the shift towards the positive phase of the SAM over the past 30 

years may have important implications for heat transport within the ACC (Meredith et al. 

2004; Fyfe and Saenko 2006). The ACC is also thought to exhibit low-frequency intrinsic 

variability arising from a positive feedback between mesoscale eddies generated by 

baroclinic instability and the mean circulation (Hogg and Blundell 2006). 

The strong eddy activity observed in association with the strong temperature 

fronts of the ACC is responsible for the poleward flux of heat that balances the 

equatorward flux of heat by Ekman currents (de Szoeke and Levine 1981). A recent study 

by Meredith et al. (2006) has demonstrated that enhanced eddy activity along the ACC is 

preceded by increases in surface wind stress associated with the positive phase of the 

SAM. It was further suggested by Meredith et al. (2006) that the recent trends in the 

SAM could lead to a positive trend in poleward heat fluxes across the ACC which, in 

turn, could potentially lead to the observed warming of the SH circumpolar ocean as 

noted by Gille (2002). 

1.3 Objectives 

The goal of this research is to provide the first comprehensive investigation of the 

physical processes that drive fluctuations in the extratropical SH SST field. In particular, 

we will evaluate the role of the surface turbulent and Ekman heat fluxes in generating 

large-scale patterns of SST variability in the SH; we will assess the impact of variations 

in the mixed layer depth on the persistence of large-scale patterns of SST anomalies; and 
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we will examine the winter-to-winter reemergence of SST anomalies in the extratropical 

SH. 

The rest of the dissertation is organized as follows. Chapter 2 describes the data, 

methodology and statistical analysis used in the present research. Chapter 3 provides a 

comprehensive summary of the observed relationships between large-scale SH patterns of 

atmospheric variability and the extratropical SST field. It also examines the role of 

surface turbulent and Ekman heat fluxes in driving the observed SST patterns. Chapter 4 

analyzes weekly SST data to evaluate the temporal evolution of the relationships between 

the SAM and the extratropical SH SST field, and it examines in detail the impact of 

variations in mixed layer depth on the persistence of the SAM-related SST anomalies. 

Chapter 5 uses subsurface and surface temperature observations to evaluate the 

reemergence of winter SST anomalies in the extratropical South Pacific Ocean. Chapter 6 

offers a summary and discussion of the major findings of the study and proposes possible 

future research. 
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CHAPTER TWO 
DATA AND METHODOLOGY 

2.1 Data 

The poor sampling of the Southern Hemisphere (SH) ocean basins limits the 

amount of data available to extensively analyze the extratropical sea surface temperature 

(SST) field. The majority of the SH ocean temperature data are restricted in terms of 

spatial/temporal resolution and measurement capabilities, and hence one goal of the 

present study is to examine the ocean temperature field in as many independent datasets 

as possible. In this section, we describe the data sets used in this study and discuss their 

relative advantages and limitations. The ocean temperature datasets are also summarized 

in Figure 2.1. 

2.1.1 Sea surface temperature data 

The most comprehensive collection of global in situ SST observations is the 

International Comprehensive Ocean-Atmosphere Data Set (ICOADS) provided by the 

National Oceanographic and Atmospheric Administration (NOAA)/ Earth System 

Research Lab (ERSL) Physical Sciences Division (PSD), Boulder CO, USA from their 

website at http://www.cdc.noaa.gov/. ICOADS was developed in the early 1980s by the 

Earth Research Laboratory (ERL), the Cooperative Institute for Research in 

Environmental Sciences (CIRES) and the National Climatic Data Center (NCDC) with 

the goal of creating a historical ocean climate record extending back to the mid-1850s, 
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when uniform records of in situ measurements began. A large fraction of the observations 

in ICO ADS are measured onboard ships from insulated buckets, hull contact sensors and 

engine intakes (Woodruff et al. 1987). Beginning in the 1970s, these observations were 

supplemented with data from drifting and moored buoys in regions of sparse ship-based 

measurements. The SST data from the buoys are measured using thermistors and hull 

contact sensors and then relayed in real-time by satellites. 

The ICO ADS are available in monthly-mean format on both l°xl° 

latitude/longitude and 2°x2° latitude/longitude grids for the periods 1960-present and 

1800-present, respectively. In addition to SSTs, ICO ADS also archives measurements of 

air temperature, scalar winds, vector winds in the zonal and meridional directions, sea 

level pressure, total cloudiness and specific humidity. 

The primary advantage of ICO ADS is the period of record, which is long enough 

to examine variability in the ocean on interannual to interdecadal time scales. However, 

the spatial sampling of the data is generally sparse because, as mentioned in Chapter 1, 

the majority of the SST observations were measured onboard ships crossing between 

major population centers, which are concentrated in the Northern Hemisphere (NH). As 

shown in Figure 2.2, "snapshots" of the SH SST field demonstrate that data coverage 

equatorward of 30°S has improved over the past several decades, but observations 

poleward of 30°S remain sparse. 

Beginning in the late 1970s, observations of SSTs derived from satellite retrievals 

from the Advanced Very High Resolution Radiometer (AVHRR) became available. The 

AVHRR is a broadband, 4- or 5-channel scanning radiometer, sensing in the visible, near 

infrared, and thermal infrared portions of the electromagnetic spectrum (Kidwell et al. 

24 



1991, 1995). It has been operational since 1979 onboard the NOAA -7, -9, -11, -14, -16 

and -17 polar orbiting satellites. The AVHRR has a true resolution of 1.1 km at nadir and 

makes measurements twice daily. 

The AVHRR-derived SST data are available in weekly and 5-day averages (i.e., 

pentads) on 9 km and 18 km global latitude/longitude grids. Consequently, the spatial 

coverage of satellite-derived SST observations is a vast improvement from in situ SST 

observations, which are especially lacking in the SH. The primary disadvantage of the 

AVHRR retrievals is the inability of the infrared satellite to "see" through the clouds to 

the surface. As a result, the AVHRR-derived SSTs cannot be measured in 100% cloud-

covered regions. Measurements made in partially cloud-covered regions create a negative 

bias in SSTs since cloud top temperatures are colder than SSTs. Increased aerosol 

concentration (e.g. from volcanic eruptions) can also induce a negative bias in the 

satellite retrievals. 

The NOAA Optimum Interpolation (01) SST analysis is a blended product, 

combining both in situ and AVHRR satellite-derived observations of SSTs (Reynolds and 

Smith 1994; Reynolds et al. 2002). In situ data are not only critical for satellite 

calibration and validation but are also used to correct the satellite biases mentioned above 

(Reynolds 1988; Reynolds and Marsico 1993). 

Once the satellite biases have been removed, the in situ and satellite-derived 

observations are blended in the NOAA OI SST data by using the optimum interpolation 

technique outlined in Gandin (1963). In this case, 01 SST values for all weeks are 

calculated at each l°xl° grid point as the sum of the SST value from the previous week 

and an analysis increment that is determined from the observations (both satellite and in 
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situ) for the current week. The analysis increments and final SST values are determined 

at every l°xl° grid point as follows: 

1. The so-called "data increments" are calculated as the differences between the 

gridded l°xl° SST value from the previous week and the values at all available 

observations within a 4°x4° box centered on the gridded SST value. The number 

of observations available for the current week determines the number of data 

increments used in the calculations. For example, if there are 10 observations 

within the 4°x4° grid box, then 10 data increments are calculated. 

2. Weights for the data increments are calculated on the basis of the following: 1) the 

distance between the center of the grid box and the observation (i.e., observations 

further away from the grid box center will be weighted less than observations 

nearby) and 2) the covariance and variance errors of the previous week's SST 

value and the data increments (i.e., larger errors will be weighted less). 

3. The data increments are multiplied by their respective weights and then summed 

to produce the so-called analysis increment for the l°xl° grid box in question. 

4. The gridded l°xl° SST value for the current week is calculated by adding the 

resulting analysis increment to the SST value for the previous week. 

Steps 1-4 are repeated for each week for the period 1981-present. The 01 SST 

analyses are available in weekly and monthly-mean formats on a l°xl° latitude/longitude 

grid for the period November 1981-present. 

The quality of the 01 SST analyses is impacted by several factors. Sampling 

variability may arise in regions of dense cloud cover and sparse in situ measurements 

because the AVHRR cannot penetrate the clouds to measure temperatures at the ocean 
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surface. This is particularly true in the extratropical South Pacific where there are few 

ship observations and the percentage of annual mean cloud coverage exceeds 75% 

(O'Neill et al. 2003). 

Another complicating factor is the noise induced by the bias correction to the 

satellite data. In most cases, the satellite bias persists from one week to the next but the 

quantity of available in situ data used to correct the bias varies on a weekly basis. 

Consequently, the bias correction varies slightly due to weekly changes in the sparse in 

situ data even though the bias itself remains the same (Reynolds 1988; Reynolds and 

Marsico 1993). The resulting lack of continuity in the bias correction from one week to 

the next introduces a small amount of noise into the data. To reduce the noise, a 3-point 

binomial filter is typically applied to the SST field in space and time (O'Neill et al. 2003; 

Reynolds et al. 2002). 

A more recent satellite-derived SST product is obtained from the Advanced 

Microwave Scanning Radiometer for the Earth Observing System (AMSR-E), a multi­

channel passive microwave radiometer. The data are provided by the Remote Sensing 

Systems website (www.ssmi.com). The AMSR-E was launched onboard the National 

Aeronautics and Space Administration (NASA) Aqua satellite in May of 2002. The Aqua 

satellite is a sun-synchronous polar orbit (i.e., observations are measured for a given 

geographical location at the same time every day) and retrieves data for both ascending 

(local daytime) and descending (local nighttime) portions of the orbit. The data are 

available in daily, weekly and monthly format on a global 0.25°x0.25° latitude/longitude 

grid. The radiometer also measures wind speed, atmospheric water vapor, cloud water 

and rain rate. 
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The primary advantage of the AMSR-E SST data over the 01 SST data is that the 

microwave radiometer can penetrate through thick cloud layers to measure temperatures 

at the surface. Therefore, the AMSR-E data provide higher quality measurements of SSTs 

than the AVHRR-based 01 SST data in regions of persistent cloudiness and sparse in situ 

measurements such as the South Pacific. Unfortunately, the AMSR-E instrument has only 

been collecting data since June 2002, which is not long enough to perform extensive 

statistical analysis of variability in the SST field. 

2.1.2 Subsurface temperature data 

The most extensive collection of historical ocean profile data is the World Ocean 

Database (WOD) archived by the NOAA National Oceanographic Data Center (NODC). 

The primary goal of the WOD is to provide a comprehensive set of ocean data that can be 

used to study the temporal and spatial variability of the physical, biological and chemical 

parameters in the ocean. The database consists of in situ measurements of 28 variables 

including temperature, salinity, pressure, nutrients and several tracers from 11 different 

datasets. Temperature, the primary variable used in this study, is obtained primarily from 

the following four sources: 

1. Ocean Station Data (OSD). The OSD comprise the most comprehensive set of 

discrete ocean measurements extending back to 1772. Observations are recorded 

at depths in excess of 1000 m from stationary research ships using manual 

reversing thermometers. A large fraction of the observations are taken from 

bottles and buckets, and therefore the data set is also collectively referred to as 

"bottle data". 
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2. High-resolution Conductivity-Temperature-Depth (CTD) data. CTD data extend 

back to the early 1960s. Conductivity measurements are recorded from the 

instrument along with pressure and temperature and then values of salinity are 

derived. Measurements can be made as deep as 10 km but are usually sampled to 

shallower depths. 

3. Mechanical bathythermograph (MBT) profiles. The MBT data were initially 

developed in the late 1930s. The MBT contains a temperature sensor and a 

pressure-sensitive Bourdon tube. As the instrument is dropped through the water, 

the temperature and pressure are recorded at depths up to ~300 m. 

4. Expendable Bathythermograph (XBT) probes. By the mid-1960s, MBTs were 

replaced by XBT probes, which are dropped beneath research vessels, 

submarines, and aircraft. Temperatures are measured to depths greater than 1000-

m using a thermistor located within an expendable probe. 

The first World Ocean Database (WOD) was created in 1998 with over 5 million 

profiles of ocean data from around the world extending back before 1800. The most 

recent version of WOD was released in 2005 and contains approximately 8 million 

profiles, including data from more than 164,000 cruises made by 93 countries (Boyer et 

al. 2006). Data have also been collected from 150 ships, drifting and moored buoys and 

profiling floats. 

The primary limitation of the WOD is the sparse and uneven spatial and temporal 

coverage of the data. However, the subsurface data coverage has improved dramatically 

in the past decade with the development of the ARGO network, an array of 3000 
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profiling floats used to systematically measure temperature and salinity down to 2000 m 

every 10 days. Measurements are obtained as follows: first water is pumped into an 

external bladder attached to the float which then rises to the surface over a period of 

approximately 6 hours. During ascent, the float records temperature and salinity at 

various depths. At the surface, the measurements as well as the position of the float are 

transmitted to a satellite. The float then submerges again (as the bladder deflates) and the 

cycle repeats. 

Deployment of the ARGO profiling floats began in 2000 and the array was 

completed in November 2007. The final array of 3000 floats will ideally provide 100,000 

profiles of temperature, salinity and velocity measurements every year, distributed across 

the world ocean at an approximately 3°x3° spacing. Data are only collected in ice-free 

zones and therefore measurements are sparse poleward of 60°S. 

ARGO is the first data set to provide a systematic measurement of the physical 

state of the upper ocean, but the temporal record is short, particularly in the SH ocean 

basins. Deployments began in 2000 but the majority of the profiles were placed in the NH 

basins. It was not until 2004-2005 that a substantial number of ARGO profiles were 

deployed in the SH. Hence, the temperature profiles from the WOD extend over several 

decades but have poor spatial resolution, whereas the ARGO data have dense spatial 

resolution but a very short temporal record. 

Recently, the UK Met Office Hadley Centre has created a more comprehensive 

data set combining upper ocean temperature profiles from both the WOD and ARGO 

called the ENSEMBLES (EN3; Ingleby and Huddleston 2007). The WOD and ARGO 

measurements are supplemented in the EN3 data by temperature profiles from the Global 
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Temperature Salinity Profile Program (GTSPP). An automated quality control system is 

applied to the temperature profiles from the three sources and duplicate profiles are 

discarded. 

In the ENSEMBLES data, which extend back to 1950, all individual months 

contain profiles of temperature for a given location (latitude/longitude) and depth (in 

meters). The number and locations of the profiles varies from month-to-month, but each 

profile contains temperature measurements at a maximum of 150 depths. Neither the 

locations of the profiles nor the depths at which temperatures are measured are regularly 

spaced. For example, January 1990 contains 9646 profiles of temperatures. During 

January 1990, the profile at, for example, 30°N, 22°W contains 141 temperature values at 

irregularly spaced depths from 0-2000 m whereas the profile at, for example, 61°S, 

57°W, contains 79 temperature values at irregularly spaced depths from 0-300 m. A more 

detailed discussion of the methodology used to convert these profiles into time series of 

temperature at standard depths will be provided in Chapter 5 when the subsurface data 

are analyzed. 

2.1.3 Mixed layer depth data 

The mixed layer depth data were obtained from the Ocean Mixed Layer Depth 

Climatology dataset (www. lodyc.jussieu.fr/~cdblod/mld.html), as described in de Boyer 

Montegut et al. (2004). The data are derived from over four million vertical temperature 

profiles of the upper ocean from both the WOD and the World Ocean Circulation 

Experiment (WOCE) between 1941 and 2002. The depth of the mixed layer is defined as 

the shallowest depth at which the temperature differs from the temperature at 10 m by 
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0.2°C. The data are available in monthly-mean format on a 2°x2° latitude/longitude 

mesh. 

2.1.4 Sea surface height data 

The sea surface height (SSH) observations were obtained from the University of 

Texas at Austin Center for Space Research (UT/CSR) dynamic ocean topography 

database (ftp.csr.utexas.edu), which contains gridded sea surface heights derived from 

TOPEX/POSEIDON altimeter measurements. All the sea surface heights are referenced 

to the geoid computed from the Joint Gravity Model (JGM-3). The data are available in 

monthly-mean format on a l°xl° latitude/longitude grid from October 1992 to February 

1995. 

2.1.5 Atmospheric data 

The atmospheric variables used throughout the study are geopotential height, 

surface winds, and surface turbulent heat fluxes produced by the National Centers for 

Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) 

reanalysis project provided by the NOAA/OAR/ERSL/PSD (Kalnay et al. 1996; Kistler 

et al. 2001). The reanalysis data consist of measurements from land surface, ships, 

rawinsonde, aircraft, and satellite data, all of which are quality controlled using a data 

assimilation system that is frozen over the period 1957-1995 to prevent climatic jumps 

from changes in the model. As part of the assimilation system, the NCEP operational 

model dynamically interpolates the data using 6-hour forecasts. 
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The NCEP reanalysis data are available at 6-hour intervals on global 2.5°x2.5° 

latitude/longitude grids for 17 vertical levels from 1948 to present. The geopotential 

height and surface wind fields are mostly obtained from observations. The surface 

turbulent heat fluxes (latent+sensible) are derived from bulk flux algorithms similar to 

those described in Eqs. (1.2) and (1.3). The flux data are derived solely from NCEP 

model-forced fields with no direct influence from observed variables. Positive values 

denote fluxes of heat into the ocean, and vice versa. 

The reanalysis is also used to calculate the heat advection by Ekman currents 

(hereafter referred to as Ekman heat flux). The Ekman heat fluxes are derived using 

surface winds and the climatological mean SST field and are calculated as follows: First, 

the zonal and meridional surface wind stress is calculated from the surface wind field. 

Second, the surface wind stress fields are divided by the density of seawater (p=10 

kg/m3) and the Coriolis parameter (^lO'V1) to obtain the Ekman heat transport (Eq. 1.5). 

Lastly, the Ekman heat flux is evaluated by taking the dot product of the Ekman heat 

transport and the gradient of the climatological mean SST field (Eq. 1.6). Positive 

(negative) values of Ekman heat flux denote anomalous convergence (divergence) of 

heat. 

The Southern Annular Mode (SAM) and El Nino Southern Oscillation (ENSO) 

indices used in the study were obtained from the NOAA Climate Prediction Center 

(CPC). Daily (monthly) mean values of the SAM index are found by projecting the daily 

(monthly) 700 mb height anomalies poleward of 20°S onto the leading empirical 

orthogonal function of monthly-mean 700 mb heights, calculated for the period 1979-

2000. As described in Chapter 1, the high index polarity of the SAM is characterized by 
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negative height anomalies over the pole surrounded by positive height anomalies between 

40°-50°S. Monthly-mean variability in ENSO is defined on the basis of SST anomalies 

averaged over the region 5°S-5°N, 170°-120°W. In all analyses, the resulting cold-tongue 

index (CTI) is inverted such that positive values of the index correspond to the cold phase 

of the ENSO cycle, and vice versa. Before all analyses, the SAM and ENSO indices were 

standardized by subtracting the long-term means and dividing by the long-term standard 

deviations of the respective analysis periods. 

2.2 Methodology 

In Chapters 3 and 4, the primary dataset used to analyze variability in the SH 

SST field (20°-80°S, 0°-360°E) is the 01 SST analysis (1981-2007) described in Section 

2.1. The ICOADS and AMSR-E SST data are used to supplement the results of the 01 

SST data. SST values below the threshold value of-1.8°C, the freezing point of seawater, 

were considered unphysical and were omitted from the analysis. Both weekly and 

monthly-mean SST values are used. For the NCEP analysis and SAM index, which are 

only available in monthly and daily format, weekly-means of daily values are calculated. 

Anomalies are defined as data in which the seasonal cycle has been removed from 

weekly (monthly) data by subtracting the long-term weekly (monthly) mean from each 

week (month) at each grid point. 

The analyses in Chapter 5 are based primarily on the EN3 subsurface temperature 

data but are supplemented with surface temperature observations from the 01 SST 
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dataset. A more detailed discussion of the methodology used to format the subsurface 

data will be provided in Chapter 5. 

Variability in the extratropical SH SST field is analyzed primarily using statistical 

tools such as regression/correlation analyses and Empirical Orthogonal Function (EOF) 

analysis. The remainder of this section describes these techniques in greater detail. 

2.2.1 Regression and correlation analyses 

Univariate linear regression analysis is used to describe the linear relationship 

between two variables using the following equation: 

y{t) = aQ + alx(t) (2.1) 

where x(t) is an independent variable and y(t) is the estimate of the observed y(t). Linear 

regression determines the slope of the line that minimizes the error between the estimate 

y(t) and the observed data y(t). The most common method of determining the error is the 

"least squares'" method, which minimizes the sum of the squared error (y-y) at each time 

step. Using the least squares method, the regression coefficient a; (i.e., the slope) is found 

as the covariance between x and y divided by the variance in x: 

<h'~ (2-2) 

x'2 

where the prime denotes the deviation frorn the mean and the overbar represents the long-

term mean. If the independent variable x(t) is standardized then the regression coefficient 

will have units of change \ny(t) per one standard deviation change in x(t). 
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The strength of the relationship given by the least-squares regression is quantified 

by the correlation coefficient and is determined by comparing the variances of the 

estimated y (t) and the observed y(t). In the linear case described above, the correlation 

coefficient r can be calculated: 

r-^L* (2.3) 
&•{? 

The square of r corresponds to the fraction of the variance explained by the least-squares 

fit between two variables. 

The statistical significance of the correlation coefficients (and associated regression 

coefficients) calculated in this study are assessed using the ^-statistic, which is defined in 

this case as: 

rJNeff - 2 
t= V — (2.4) 

Vl-r2 

where r is the correlation coefficient and Neff is the effective sample size that accounts for 

the persistence in the data. Assuming the data follow a first order auto-regressive process, 

Bretherton et al. (2001) outlined a method for determining the effective sample size Neff 

as: 

Neff=N 
l-Zft 

I + V2 
(2.5) 

where N is the sample size, and r} and r2 are the lag-one autocorrelations of the time series 

being correlated. The effective sample size is inversely proportional to the product of the 

lag-one autocorrelation of the two time series being correlated. If the data exhibit 
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substantial persistence, then each sample may not be independent from the previous 

sample and thus the number of independent samples will be smaller than N. 

2.2.2 Empirical Orthogonal Function (EOF) analysis 

Empirical Orthogonal Function (EOF) analysis is used to isolate the dominant 

patterns of variability in the extratropical SH SST field. EOF analysis decomposes any 

data matrix, AMXN, into a series of orthogonal spatial patterns and time series such that the 

variance in the new phase space is organized entirely along the diagonal of the dispersion 

matrix. The EOFs are calculated by solving the following eigenvalue problem: 

CNXNENXN=ENXNLNXN (2.6) 

where C is the covariance matrix corresponding to 1/M * ATA, E is the matrix of 

eigenvectors et of length N, and L is a diagonal NxN matrix containing the eigenvalues A,,. If 

Mcorresponds to the number of time steps and N corresponds to the number of grid 

points then C represents the spatial covariance matrix. In this case, the eigenvector of C 

with the largest eigenvalue A,, corresponds to the spatial pattern in A that explains more 

variance than any other spatial pattern. 

The fraction of the total variance explained by each eigenvector is expressed as: 

X 
fraction of variance explained = N (2.7) 

By definition, the leading eigenvector of C (often called the leading EOF of A) is the 

eigenvector associated with the largest eigenvalue in L; the second EOF is the eigenvector 
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associated with the second largest eigenvalue in L (and explains the second largest fraction 

of variability in A); etc. Because the eigenvectors are linearly independent of each other, 

each EOF is orthogonal to all preceding (and subsequent) EOFs. As a result of this 

orthogonality constraint, higher order EOFs are increasingly affected by the mathematical 

constraints of the analysis and are less effective at capturing physical signals in the data. 

Projecting the original data matrix^ onto the eigenvectors at all time steps 

produces the corresponding Principal Component (PC) time series, which describes the 

temporal evolution of the EOFs. The PC time series can also be found by solving Eq. 

(2.6), but for the case where C is the covariance matrix corresponding tol/N * AAT. In 

this case, et represents the z* PC time series, etc. 

The statistical significance of EOF/PC pairs is assessed by evaluating the 

robustness (i.e., reproducibility) of each pair. A common method estimates the 

robustness of EOF/PC pairs by calculating the degree of separation between eigenvalues 

(North et al. 1982). The 95% confidence error bars AA for each eigenvalue X is expressed 

as: 

AA = A - J | (2.8) 

where TV is the number of independent samples. An EOF is considered to be distinct and 

statistically significant if the error bars with preceding and subsequent EOFs do not 

overlap. The robustness of EOF/PC pairs can also be assessed by performing EOF 

analysis on subsets of the data (e.g., the first and second halves of the record). An 
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EOF/PC pair that is reproducible (i.e., qualitatively similar) in both subsets of the data as 

well as the full record can be considered robust. 

Several steps were taken before calculating the EOFs in this study. First, the data 

were arranged in anomaly form so that the first EOF is not dominated by the seasonal 

cycle. Second, the grid boxes were weighted by the square root of the cosine of the 

latitude to account for the unequal areas of the grid boxes (i.e., the area of the grid boxes 

becomes smaller towards the pole). The data are weighted by the square root of the cosine 

(rather than the cosine) of the latitude because EOF analysis eigenanalyzes the covariance 

matrix ATA. In all cases, the EOFs are shown as regressions onto standardized values of 

the associated PC time series. The resulting regression maps are very similar but not 

identical to the EOFs, since the latter lie in cosine weighted space. 
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Figure 2.1. Summary of the sea surface and subsurface temperature data described in 
Chapter 2. For the derived and combined data boxes, the top line corresponds to the 
dataset name, the second line is the temporal resolution, the third line is the horizontal 
spatial resolution, the fourth line is the vertical resolution and the bottom line is the 
period of record. Red boxes denote temperature data specifically analyzed in Chapters 3-
5. 
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CHAPTER THREE 
RELATIONSHIPS BETWEEN PATTERNS OF LARGE-SCALE ATMOSPHERIC 

VARIABILITY AND EXTRATROPICAL SOUTHERN HEMISPHERE SEA 
SURFACE TEMPERATURE ANOMALIES 

3.1 Overview 

In this chapter, we examine the relationships between large-scale patterns of 

atmospheric variability such as the Southern Annular Mode (SAM) and the El Nino 

Southern Oscillation (ENSO) and extratropical Southern Hemisphere (SH) sea surface 

temperature (SST) anomalies. Explicitly we will 1) explore seasonal variations in the 

patterns of SSTs associated with the SAM and ENSO; 2) explicitly compare and contrast 

the SST patterns associated with the SAM and ENSO; and 3) provide a detailed analysis 

of the physical processes (i.e., the surface turbulent heat fluxes and heat advection by 

Ekman currents) that drive observed SST anomalies throughout the SH middle and high 

latitudes. 

3.2 Relevant Aspects of the Climatology 

Before investigating the relationships between large-scale patterns of SH climate 

variability and the extratropical SST field, it is worth reviewing key climatological 

features of the SH ocean basins. The contours in the left and right panels of Figure 3.1 

show climatological seasonal mean SSTs for the austral warm (November-April) and 

cold (May-October) seasons, respectively. During both times of year, the isotherms are 

nearly zonally symmetric, with SSTs decreasing monotonically towards the south pole. 
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Over most of the SH, the meridional gradients in SSTs are on the order of 4-5 K per 10° 

of latitude and exhibit a weak seasonal cycle. The meridional gradients in SST are 

enhanced in the region of the Agulhas Current, where they are as large as 8-1 OK per 10° 

of latitude. 

The shading in Fig. 3.1 shows the standard deviation of monthly-mean SST 

anomalies. The two most obvious features in the rms variance field are: 1) the ~0.5 K 

increase in rms variance throughout most of the SH oceans during the warm season; and 

2) the region of enhanced variance off the tip of South Africa in the vicinity of the 

Agulhas current. This region of increased variance associated with the Agulhas Current is 

analogous to regions of increased variance found in the vicinity of the Gulf Stream and 

Kuroshio currents in the Northern Hemisphere (NH). 

Figure 3.2 shows the climatological mean depth of the mixed layer for the warm 

and cold seasons (shading) superposed on the mean bounds of the location of the 

Antarctic Circumpolar Current (ACC; contours). The mean bounds of the position of the 

ACC are derived from Karsten and Marshall (2002), and correspond to the northernmost 

and southernmost lines of constant sea surface height (SSH) that encircle the globe 

uninterrupted by land (the SSH data are derived from TOPEX/Poseidon altimetry data 

described in Chapter 2). 

During the warm season, the mixed layer is on average less than 50 m deep 

equatorward of 45°S and between 50 and 100 m deep poleward of 45°S. The relatively 

shallow mixed layer depths during the summer are consistent with weaker convective and 

mechanical mixing during that season. For the most part, the mixed layer is considerably 

deeper during the cold season as vertical mixing in the upper layers of the ocean is 
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enhanced. The increase in mixed layer depths during the cold season is most pronounced 

poleward of 45°S with the most extensive increases in mixed layer depths found just 

equatorward of the ACC where Subantarctic Mode Waters and Antarctic Intermediate 

Waters are formed. The mixed layer also deepens substantially during winter in the 

Weddell Sea, consistent with enhanced deep-water formation in that region. Note that for 

the most part, the winter season is associated with deeper mixed layers (Fig. 3.2), but 

lower standard deviations in the SST field (Fig. 3.1). 

3.3 Patterns of SH SST Anomalies Associated with the SAM and ENSO 

In this section, we investigate the structures of SST variability associated with the 

two most important patterns of SH climate variability: the SAM and the remote SH 

response to ENSO. 

Maps formed by regressing monthly-mean SST and 500 hPa height (Z500) 

anomalies onto standardized values of the SAM and ENSO indices are shown in the top 

and middle rows of Figure 3.3, respectively. Contours (shading) correspond to Zsoo(SST) 

anomalies. The left (right) panel corresponds to the warm (cold) season. Recall from 

Chapter 2 that positive values of the ENSO index denote cold conditions in the eastern 

tropical Pacific, and vice versa. Thus, the anomalies in the regression maps correspond 

to the high index polarity of the SAM and the cold phase of the ENSO cycle. 

As reviewed in Chapter 1, the high index polarity of the SAM is characterized by 

lower-than-normal heights over the polar regions and higher-than-normal heights ~40°S 

(contours, top panels). The structure of the SAM in Z50o is nearly identical throughout the 

year, but has a more pronounced trough to the west of the Antarctic Peninsula during the 
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cold season. As also reviewed in Chapter 1, the structure of ENSO in Z50o has a stronger 

wave-like component than the SAM (contours, middle panels): during austral winter, the 

cold phase of the ENSO cycle is associated with positive height anomalies to the east of 

New Zealand, negative height anomalies to the west of the Antarctic Peninsula, and 

positive height anomalies in the Atlantic sector of the Southern Ocean. As noted in 

L'Heureux and Thompson (2006), during austral summer the SH response to ENSO also 

exhibits negative geopotential height anomalies that extend across the pole, positive 

anomalies that extend from the South Atlantic to the Indian Ocean, and thus the signature 

of ENSO in Z5oo field bears resemblance to the nearly zonally symmetric structure of the 

SAM (i.e., compare the contours in the top left and middle left panels). The correlation 

between monthly-mean indices of the SAM and ENSO is r~0.5 during the months 

November-April (L'Heureux and Thompson 2006). 

During the SH warm season, the similarities between the structure of the SAM 

and ENSO in the SH geopotential height field extend to the sea surface temperature field 

(top and middle left panels of Fig. 3.3). For example, both the SAM and ENSO are 

associated with a broad region of negative SST anomalies in the South Pacific sector 

around 90°-150°W, 40°-60°S, positive SST anomalies centered around New Zealand and 

stretching from Australia to South America along 30-40°S, positive SST anomalies along 

45°S in the southern Atlantic Ocean, and negative SST anomalies along 20°-30°S in the 

eastern Pacific, Atlantic and Indian ocean basins. The spatial correlation between the 

SST regressions maps in the top left and middle left panels is ~0.75. 

The most notable differences between the warm season ENSO and SAM SST 

regression maps lie in their amplitudes: the SAM-related SST anomalies are about half 
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the amplitude of the ENSO-related SST anomalies (note the color scales for the ENSO 

and SAM regression maps are different). The differences in amplitudes between the 

ENSO and SAM SST regression maps are consistent with the relative time scales of SH 

SSTs and the SAM and ENSO indices used in the regressions, i.e., most of the variance 

in the SAM index is found on month-to-month timescales, whereas much of the variance 

in both the ENSO index and Southern Ocean SSTs is found on interannual timescales. 

The amplitudes of the SAM and ENSO warm season regression maps are very similar 

when the SAM regression map is based on standardized seasonal-mean values of the 

SAM index (not shown). 

During the SH cold season, fluctuations in ENSO are not significantly correlated 

with temporal variability in the SAM (L'Heureux and Thompson 2006). Thus the cold 

season SST regression maps (top and middle right panels of Fig. 3.3) may be viewed as 

more distinct expressions of the SAM and ENSO in the SH SST field. The cold season 

SAM regression map (top right) is similar to its warm season counterpart (top left) at 

middle and high latitudes but does not exhibit pronounced anomalies extending into the 

subtropical sector of the South Pacific. The cold season ENSO regression map (middle 

right) resembles its warm season counterpart (middle left) but does not exhibit substantial 

anomalies in the southern Atlantic and Indian Oceans. For the most part, SST anomalies 

associated with both the SAM and ENSO exhibit weaker amplitudes during the cold 

season than during the warm season. The cold season SAM regression map in the top 

right panel is nearly identical to the pattern of SSTs associated with the SAM found for 

year-round data, as presented in Lovenduski and Gruber (2005) and Sen Gupta and 

England (2006). 
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How do the patterns of SST anomalies associated with the SAM and ENSO relate 

to the dominant structures of hemispheric scale SH SST variability? The bottom panels in 

Fig. 3.3 show the regressions of monthly-mean SST (shading) and Z50o (contours) 

anomalies onto the standardized leading principal component (PC) time series of the SST 

field calculated for the domain 20°-80°S. The patterns of SST variability associated with 

leading PC time series of the cold (right panel) and warm (left panel) seasons account for 

15% and 13% of the total variance, respectively. The patterns of SST anomalies 

associated with the second PC (not shown) explain approximately 8% of the total 

variance in each season, and the leading EOF/PCs are well separated according to the 

criteria outlined in North et al. (1982). 

As evidenced in Fig. 3.3 and quantified in Table 3.1, during both seasons, the 

leading patterns of SH SST variability project most strongly onto the pattern of SST 

anomalies associated with ENSO. Similarly, the patterns of Z500 anomalies associated 

with the leading PCs of SH SST variability (contours, bottom panels) bear strong 

resemblance to the structure of ENSO in the SH geopotential height field (contours, 

middle panels). The expansion coefficient time series of the ENSO-related SST 

regression maps in the middle panels are correlated with the leading PC time series of the 

SH SST field at a level of r=0.93 during the cold season and r=0.99 during the warm 

season (Table 3.1). Note that during the warm season, the pattern of SST anomalies 

associated with the leading PC time series of SH SST anomalies also resembles the 

pattern of SST anomalies associated with the SAM by virtue of the correlation between 

the SAM and ENSO. 

47 



The patterns of SST anomalies associated with the SAM and ENSO in Fig. 3.3 are 

based on SST anomalies obtained from the 01 SST data, a blended analysis of AVHRR 

satellite and in situ observations (Reynolds et al. 2002). In Figures 3.4-3.7 we examine 

the same results using the raw in-situ data from ICO ADS and microwave measurements 

from the AMSR-E SST data. Note the ICO ADS data are used in the 01 scheme, and that 

the AMSR-E data are only available 2002-2008 but are not impacted by regions of 

cloudiness and have denser spatial coverage (Chapter 2). 

Figure 3.4 shows the regressions of monthly-mean SST anomalies onto the SAM 

for data derived from 01 SST (top panels; a reproduction of the SST anomalies from the 

top row of Fig. 3.3) and from the ICO ADS SST data (bottom row). Figure 3.5 is created 

in a similar fashion but the regressions are based on the inverted ENSO index. The results 

derived from the ICO ADS data are noisy compared to those derived from the 01 SST 

data due to the sparse nature of in situ data over the Southern Ocean (see Figure 2.2). The 

principle features evident in the 01 SST patterns are also observed over regions where in 

situ data are available. The results demonstrate that the SST anomalies associated with 

the SAM and ENSO in Fig. 3.3 are reproducible in raw in situ data that are not impacted 

by clouds and satellite biases. Overall, the amplitudes of the regression maps are similar 

in both the 01 SST and ICOADS data, but there are several highly-localized areas in 

which the amplitudes are slightly stronger in the ICOADS data. 

Figures 3.6 and 3.7 are similar to Figs. 3.4 and 3.5 but the bottom panels now 

correspond to regressions based on AMSR-E SST data, which are completely 

independent from the 01 SST data. All regression maps in Figs. 3.6 and 3.7 are based 

only on data from 2002-present, the full AMSR-E record. The structure of the regression 
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maps derived from 01 SST data are remarkably similar to the regression maps derived 

from AMSR-E SST data with two noticeable differences: 1) the ASMR-E regressions 

exhibit fine-scale noisy features in the Agulhas Return Current east of Africa and the 

Brazil Current east of South America that the relatively coarse 01 SST data cannot 

capture; and 2) For the most part, the amplitudes of the regression maps tend to be 

slightly stronger (0.05°-0.1°C) in the AMSR-E SST data. 

3.4 Physical Processes That Drive SH SST Variability on Monthly Timescales 

Below we examine the physical processes through which the SAM and ENSO 

give rise to the patterns of extratropical SH SST anomalies revealed in the previous 

section. 

On the basis of previous research discussed in Chapter 1, we expect that the SAM 

and ENSO will impact extratropical SSTs predominantly through changes in surface 

turbulent fluxes of latent and sensible heat as well as heat advection from Ekman currents 

(e.g., Frankignoul and Hasselman 1977; Frankignoul 1985; Verdy et al. 2006; Sen Gupta 

and England 2006). Here we analyze the seasonally varying relationships between the 

SAM and ENSO and the surface turbulent and Ekman heat fluxes, and compare the 

results with the patterns of SST anomalies shown in the previous section (3.3). The 

results are consistent with observational findings reported in Verdy et al. (2006), but the 

present study more explicitly compares the flux estimates with the pattern of SST 

anomalies associated with the SAM and ENSO, focuses on regions outside the ACC, and 

highlights seasonally varying aspects of the relationships. 
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The top panels in Figure 3.8 are a reproduction of the SST and Z500 anomalies 

from the top panels in Fig. 3.3. The middle and bottom two panels in Fig. 3.8 show the 

monthly-mean total surface turbulent heat fluxes (defined as the sum of the latent and 

sensible heat fluxes) and heat advection by the anomalous Ekman currents (hereafter 

referred to as the Ekman heat fluxes) regressed onto standardized values of the SAM 

index, respectively, for the SH warm (left) and cold (right) seasons. The contours in the 

middle and bottom panels are a reproduction of the Z500 height anomalies from the top 

panels. Positive values denote fluxes of heat into the ocean, and vice versa. A more 

detailed description of the surface turbulent and Ekman heat fluxes is provided in Chapter 

2. 

During both the warm and cold seasons, the high index polarity of the SAM is 

associated with positive surface turbulent heat fluxes (from the atmosphere to the ocean) 

throughout much of the zonal ring spanning 40°-50°S, with maximum positive flux 

anomalies centered around New Zealand and across a broad region extending eastward 

from the southern tip of South America to the Indian Ocean. The largest negative 

anomalies in the turbulent fluxes of heat (i.e., fluxes from the ocean to the atmosphere) 

are found during the cold season along 60°S, with substantial negative anomalies evident 

in the Pacific sector of the Southern Ocean between 100°-140°W and 40°-60°S. 

The patterns of turbulent heat flux anomalies associated with the SAM index are 

consistent with the associated changes in the overlying flow. Bearing in mind that the 

large-scale atmospheric flow in the SH is close to geostrophic balance and thus that the 

overlying Z500 anomalies approximate the direction of the anomalous atmospheric winds, 

the regions of negative air-to-sea fluxes off the coast of east Antarctica and to the east of 
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the Antarctic Peninsula are consistent with enhanced surface wind speeds in the latitude 

band ~50°-60°S; the widespread positive air-to-sea fluxes of heat in SH middle latitudes 

are consistent with decreased surface wind speeds between 30°-40°S; the band of locally 

enhanced negative air-to-sea fluxes centered near 120°W in the Southern Ocean are 

coincident with anomalous southerly advection there; and the enhanced positive fluxes in 

the vicinity of the Drake Passage are consistent with anomalous northerly advection 

there. 

The shading in the bottom panels of Fig. 3.8 shows the corresponding regressions 

for heat advection due to the anomalous Ekman currents. Consistent with findings 

reported by Verdy et al. (2006) for year-round data, negative Ekman heat flux anomalies 

are observed in much of the circumpolar region around 50°-60°S, but positive Ekman 

heat flux anomalies are also evident further north around 30°-40°S. The Ekman heat flux 

patterns are consistent with the anomalous Ekman currents inferred from the pattern of 

wind anomalies associated with the SAM, i.e., the anomalous wind stress on the surface 

layers of the ocean drives anomalous northward Ekman transport along ~60°S but 

anomalous southward Ekman transport at 40°S. 

The patterns of turbulent and Ekman heat flux anomalies associated with the 

SAM are similar in both SH cold and warm seasons but for one notable difference: the 

amplitude of the turbulent heat flux anomalies (middle panels) are uniformly stronger 

during the SH cold season than they are during the warm season, whereas the amplitude 

of the Ekman heat fluxes (bottom panels) are comparable during both seasons. The 

weaker seasonal cycle in the Ekman heat fluxes is consistent with the weak seasonal 

cycles in the amplitude of the SAM and the meridional gradients in SSTs. 
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Comparing the flux regressions from the lower four panels in Fig. 3.8 with the top 

panels, it is evident that both the anomalous turbulent and Ekman heat fluxes play a 

substantial role in generating the extratropical SST anomalies associated with the SAM. 

Both the turbulent heat flux and SST maps exhibit positive anomalies at 40°-50°S 

throughout the south Atlantic, Indian, and western Pacific oceans and negative anomalies 

in the central Pacific around 40°-60°S, 90°-140°W. The Ekman heat flux anomalies 

contribute most to the observed SST anomalies in the high latitude Southern Ocean, as 

emphasized in Verdy et al. (2006), but also reinforce the positive turbulent heat flux 

anomalies along 40°S. 

It is interesting that the amplitudes of the SST anomalies associated with the SAM 

are weakest during the cold season (top panels), but that the amplitudes of the attendant 

turbulent heat flux anomalies are largest during the cold season (middle panels). At first, 

these results seem counter-intuitive since the SST anomalies associated with the SAM are 

presumably driven by, and hence are proportional to, the amplitude of the sensible and 

latent heat fluxes. However, as reviewed in Frankignoul (1985), the thermal inertia of the 

mixed layer is directly proportional to its depth, and thus the response of the SST field to 

anomalous turbulent heat fluxes is directly proportional to the amplitude of the fluxes but 

inversely proportional to the depth of the mixed layer. Hence, the presence of weaker 

SST anomalies during the cold season despite a ~50% increase in the heat fluxes is 

consistent with the roughly four fold increases in SH wintertime mixed layer depths, as 

shown in Fig. 3.2. 

Figure 3.9 is analogous to Fig. 3.8, but shows regressions based on the inverted 

ENSO index (note that the color scales have changed from Fig. 3.8). The main features in 
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the Ekman heat flux regressions (bottom panels) are evident in the SST anomalies (top 

panels), e.g., the negative Ekman heat flux anomalies in the Pacific sector of the SH are 

consistent with the negative SST anomalies in that region; and the positive Ekman heat 

flux anomalies during the warm season south of Australia (40°S, 120°-180°E) and South 

Africa (40°S, 15°W-45°E) are also mirrored in the SST field. However, the resemblance 

between the ENSO turbulent heat flux and SST regression maps is less clear. During the 

cold season, the main features in the turbulent flux regression map are mirrored in the 

SST regression map, particularly over the Pacific sector of the hemisphere. But during 

the warm season, the turbulent heat flux regression map exhibits features that are not 

evident in the SST field. In general, the similarities between the patterns of surface 

turbulent heat flux and SST anomalies are weaker for ENSO than they are for the SAM. 

It is not clear why the patterns of anomalous surface turbulent heat and Ekman 

fluxes associated with ENSO do not project strongly onto the patterns of ENSO-related 

SST anomalies. We repeated the analyses in Fig. 3.9 for seasonal mean data to minimize 

the impact on the regressions of intraseasonal variability not related to ENSO (Figure 

3.10; top panel), for seasonal mean data lagged by up to three months to account for the 

fact that the atmospheric response to ENSO may lag tropical SST anomalies by several 

months (Figure 3.10), and for turbulent flux data from three different though not entirely 

independent flux data sources (Figure 3.11): the NCEP-Reanalysis 2 data, which is an 

updated version of the NCEP reanalysis data used here; the Woods Hole Oceanographic 

Institute Objectively Analyzed Air-Sea Flux Data (OAFlux); and the European Centre for 

Medium-Range Weather Forecast Reanalysis-40 (ERA-40) flux data. In all cases, the 

resulting flux regressions are qualitatively similar to the results in Fig.3.9, which suggests 
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the discrepancies between the middle and top panels of Fig. 3.9 transcend the specifics of 

the analysis procedure. 

It is possible that, unlike SAM-related SST anomalies, ENSO-related SST 

anomalies are not primarily driven by surface turbulent heat fluxes. A comparison of the 

surface turbulent and Ekman heat fluxes associated with SAM (i.e., compare the middle 

and bottom panels with the top panel of Fig. 3.8) demonstrates that surface turbulent heat 

fluxes project most strongly onto the SAM-SST pattern and are reinforced by Ekman heat 

fluxes of the same sign. However, a comparison of the surface turbulent and Ekman heat 

fluxes associated with ENSO (i.e., compare the middle and bottom panels with the top 

panel of Fig. 3.9) demonstrates the Ekman heat fluxes partially balance the surface 

turbulent heat fluxes in several regions. The negative turbulent heat fluxes observed south 

of Africa are offset by the positive Ekman heat fluxes in the region, thus creating a small 

net flux into the ocean (Fig. 3.12). The negative Ekman heat fluxes observed east of New 

Zealand along 20°-30°S slightly balance the positive turbulent heat fluxes, thus reducing 

the net flux into the ocean. Consequently, the pattern of ENSO-related SST anomalies 

(Fig. 3.9 top panel) is more consistent with the combined pattern of surface turbulent and 

Ekman heat flux anomalies (Fig. 3.12) than the pattern of surface turbulent heat flux 

anomalies alone (Fig. 3.9 middle panel). 

Another process that may influence subtropical SSTs is variability in shortwave 

radiation associated with ENSO. Changes in tropical convection/cloud cover will induce 

changes in the fraction of shortwave radiation that is absorbed at the surface (Klein et al. 

1999; Lau andNath 2001; Park et al. 2005). Fig. 3.13 shows the anomalous shortwave 

radiation associated with ENSO. During warm season, La Nina conditions are 
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characterized by anomalous convection in the western Pacific sector. The resulting 

increase in cloud cover decreases the shortwave radiation absorbed at the surface and 

anomalous cooling is observed in the western tropical/subtropical South Pacific Ocean. In 

the central/eastern part of the basin, the reduced convection gives rise to decreased cloud 

cover, which in turn, gives rise to increased shortwave radiation and positive SST 

anomalies in the region. 

Figure 3.14 shows the combined radiative, surface turbulent and Ekman heat 

fluxes associated with ENSO. The structure of ENSO-related SST anomalies exhibits 

slightly more agreement with the structure of heat flux anomalies when shortwave 

radiation is taken into consideration (i.e., compare the top panel of Fig. 3.9 with Fig. 3.12 

and Fig. 3.14). However, there are still discrepancies between the pattern of SSTs and 

combined heat flux anomalies, particularly in the Indian and Atlantic Oceans. In the 

warm season, the SST regression map exhibits features south of Africa that are not 

evident in the heat flux field. In the cold season, turbulent heat flux regression map 

exhibits features across the Indian and Atlantic Oceans that are not evident in the SST 

field. 

3.5 Concluding Remarks 

The analyses presented in this chapter support the studies reviewed in Chapter 1, 

but also extend those studies by: 1) documenting and interpreting seasonal variations in 

the impact of the SAM and ENSO on the SH extratropical sea surface temperature field 

and 2) examining the mechanisms through which ENSO and the SAM drive SST 

variability not only in the vicinity of the ACC but throughout the SH. 
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The key results of this chapter are the following: 

1) The patterns of SST anomalies associated with the SAMandENSO vary as a function 

of season in terms of both their structures and their amplitudes. 

During the cold season, the high index polarity of the SAM is associated with 

predominantly negative SST anomalies poleward of 50°S and positive SST anomalies 

equatorward of 50°S, except for a large region of cold anomalies that extends from the 

west of the Antarctic Peninsula to middle latitudes. The cold phase of the ENSO cycle 

shares with the SAM the large band of negative SST anomalies to the west of the 

Antarctic Peninsula, but also exhibits pronounced positive SST anomalies across the 

southern Pacific Ocean along ~30°S. 

During the warm season, the expressions of ENSO and the SAM in the SH SST 

field bear strong resemblance to each other, consistent with the linear relationship 

between the SAM and ENSO at that time. Thus, the warm season SAM pattern in SSTs is 

similar to its cold season counterpart, but includes SST anomalies that extend 

equatorward toward the tropical Pacific Ocean, and the warm season ENSO pattern in 

SSTs resembles its cold season counterpart, but includes SST anomalies that extend into 

the Atlantic and Indian Ocean sectors. 

The amplitudes of the impacts of the SAM and ENSO on the SH SST field are 

largest during the warm season, consistent with the relatively shallow mixed layer at this 

time. 
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2) The leading EOF of monthly-mean SST anomalies projects strongly onto the pattern of 

SST anomalies associated with the remote SH response to ENSO in both the warm and 

cold seasons. 

During the warm season, the pattern of SST anomalies associated with the leading 

PC time series of SH SST anomalies also projects onto the pattern of SST anomalies 

associated with the SAM by virtue of the correlation between the SAM and ENSO. The 

warm season EOF in the bottom left panel is nearly identical to the EOFs found for year-

round data, as presented in Kidson and Renwick (2002). 

3) The anomalous turbulent heat fluxes associated with the SAM play a key role in 

generating the observed SST anomalies throughout the SH, while the associated 

anomalous Ekman heat fluxes are important primarily over high latitudes. 

A comparison of the structures of the SST, surface turbulent and Ekman heat flux 

anomalies associated with the SAM suggests the turbulent fluxes play an important role 

in driving the SAM-related SST anomalies throughout much of the SH. The results also 

suggest that anomalous heat advection by Ekman currents plays a key role in the vicinity 

of the Antarctic Circumpolar Current (ACC), consistent with Verdy et al. (2006), but are 

of secondary importance elsewhere (e.g., compare Fig. 3.8, middle and bottom panels). 

The turbulent heat fluxes exhibit largest amplitude during the cold season, while the 

Ekman heat fluxes exhibit comparable amplitude year-round. 
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The ENSO-related SH SST anomalies project strongly onto the ENSO-related 

Ekman heat flux anomalies. However, the relationships between the ENSO-related SST 

and turbulent heat flux anomalies over the SH are less clear, particularly during the warm 

season. Shortwave radiation associated with ENSO appears to be associated with SST 

variability primarily in the subtropical Pacific sector. 
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Climatological Mean and Standard Deviation of Monthly SSTs 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.1. Climatological mean sea surface temperatures (SSTs; contours) and standard 
deviation of SST anomalies (shading) for the (left) warm and (right) cold seasons. Con­
tour intervals are drawn at (0°C, 5°C, 10°C...). The 10°C contour is labeled. 
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Climatological Mean Mixed Layer Depths 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.2. Climatological mean mixed layer depths (shading) for the (left) warm 
(right) cold seasons. Contours represent the mean path of Antarctic Circumpolar 
Current (ACC; see text for details of ACC). 
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Warm Season (November-April) Cold Season (May-October) 

Figure 3.3. Monthly-mean SST (shaded) and Z500 (contours) anomalies regressed onto 
the (top row) SAM index, (middle row) ENSO index and (bottom row) leading principal 
component time series of monthly-mean SST anomalies. Positive (negative) contours are 
denoted by solid (dashed) lines and are drawn at (-5m, 5m, 15m...). The left column 
denotes warm season (November-April) results and the right column denotes cold season 
(May-October) results. Note that the sign of the results corresponds to the high index 
polarity of the SAM and the cold phase of the ENSO cycle. 
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Regressions of SST Anomalies on SAM 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.4. Monthly-mean SST anomalies regressed onto the standardized SAM index for 
(top row) 01 SST data and (bottom row) ICO ADS SST data. The left column denotes 
warm season (November-April) results and the right column denotes cold season (May-
October) results. 
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Regressions of SST Anomalies onto ENSO 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.5. As in Figure 3.4 but regressions are based on the standardized ENSO index. 
Positive values of the ENSO index denote cold conditions in the eastern tropical Pacific. 
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Regressions of SST Anomalies on SAM 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.6. Monthly-mean SST anomalies regressed onto the standardized SAM index 
for (top row) 01 SST data and (bottom row) AMSR-E SST data for the period 2002-
present. The left column denotes warm season (November-April) results and the right 
column denotes cold season (May-October) results. 
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Regressions of SST Anomalies onto ENSO 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.7. As in Figure 3.6 but regressions are based on the standardized ENSO index. 
Positive values of the ENSO index denote cold conditions in the eastern tropical Pacific. 
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Regressions on the SAM 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.8. Regressions of monthly-mean (all panels; contours) Z500, (top; shading) SST, 
(middle; shading) surface turbulent heat flux and (bottom; shading) Ekman heat flux 
anomalies regressed onto the SAM index. Positive (negative) contours correspond to 
solid (dashed) lines and are drawn at (-5m, 5m, 15m...). The left column denotes warm 
season (November-April) and the right column denotes cold season (May-October) 
results. The positive heat fluxes are directed into the ocean. 
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Regressions on ENSO 

Warm Season (November-April) Cold Season (May-October) °c 
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Figure 3.9. As in Figure 3.8 but the regressions are based on the standardized ENSO 
index. Positive values of the ENSO index denote cold conditions in the eastern tropical 
Pacific. Note that the color scales have changed from Figure 3.8. 
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Seasonal Mean Regressions of Fluxes onto ENSO 

Warm Season (November-April) Cold Season (May-October) 
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Figure 3.10. Seasonal mean turbulent heat flux anomalies regressed onto the ENSO index 
at lag (top) 0 month, (second from top) 1 month, (second from bottom) 2 months, and 
(bottom) 3 months for (left) warm and (right) cold seasons. For example, the second from 
top left panel corresponds to December-May mean surface heat fluxes regressed onto 
November-April mean ENSO. Positive values of the ENSO index denote cold conditions 
in the eastern tropical Pacific. Positive heat fluxes are directed into the ocean. 
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Regressions of Fluxes onto ENSO 

Warm Season (November-April) Cold Season (May-October) 

Figure 3.11. Regressions of monthly-mean surface turbulent heat fluxes onto the ENSO 
index for (top row) NCEP-Reanalysis 2 data (middle row) OAFlux data and (bottom 
row) ERA-40 data. The left column denotes warm season (November-April) and the right 
column denotes cold season (May-October) results. Positive values of the ENSO index 
denote cold conditions in the eastern tropical Pacific. The positive heat fluxes are 
directed into the ocean. 
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Warm Season (November-April) Cold Season (May-October) 

Figure 3.12. Regressions of monthly-mean combined heat flux (surface turbulent + 
Ekman heat fluxes) anomalies regressed onto ENSO. The left column denotes warm 
season (November-April) and the right column denotes cold season (May-October) 
results. Positive values of the ENSO index denote cold conditions in the eastern tropical 
Pacific. The positive heat fluxes are directed into the ocean. 
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Warm Season (November-April) Cold Season (May-October) 

Figure 3.13. Regressions of monthly-mean shortwave radiation anomalies regressed 
onto ENSO. The left column denotes warm season (November-April) and the right 
column denotes cold season (May-October) results. Positive values of the ENSO 
index denote cold conditions in the eastern tropical Pacific. The positive heat fluxes 
are directed into the ocean. 
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Warm Season (November-April) Cold Season (May-October) 

Figure 3.14. Regressions of monthly-mean heat flux (surface turbulent heat + Ekman 
heat + shortwave radiation) anomalies regressed onto ENSO. The left column 
denotes warm season (November-April) and the right column denotes cold season 
(May-October) results. Positive values of the ENSO index denote cold conditions in 
the eastern tropical Pacific. The positive heat fluxes are directed into the ocean. 
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Table 3.1. Correlation coefficients between the leading PC time series of 
the monthly-mean SH SST anomalies and the expansion coefficient time 
series for the SAM and ENSO-related SST regression maps from the top 
and middle panels of Figure 3.3. See text for details. 

Expansion Coefficient Time 
Series of SAM-related SSTs 
Expansion Coefficient Time 
Series of ENSO-related SSTs 

Leading PCSST 

Time Series 
(Cold Season) 

0.55 

0.93 

Leading PCSST 

Time Series 
(Warm Season) 

0.91 

0.99 
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CHAPTER FOUR 
TEMPORAL EVOLUTION AND PERISTENCE OF SOUTHERN HEMISPHERE SEA 
SURFACE TEMPERATURE ANOMALIES ASSOCIATED WITH THE SOUTHERN 

ANNULAR MODE 

4.1 Overview 

The previous chapter revealed the patterns of extratropical Southern Hemisphere 

(SH) sea surface temperature (SST) variability associated with the Southern Annular 

Mode (SAM) and El Nino Southern Oscillation (ENSO) based on contemporaneous 

regressions using monthly-mean data. In this chapter, we use weekly-mean data to 

analyze the temporal evolution of the relationship between the SAM and the extratropical 

SH SST field, and examine in detail the persistence of the SAM-related SST anomalies. 

Because ENSO variability is strongest on seasonal time scales, the following analyses of 

weekly data focus on the lagged relationships between extratropical SH SST anomalies 

and the SAM. 

4.2 Relationships between the SAM and SH SST Anomalies on Weekly Timescales 

To examine the temporal evolution of the relationships between the SAM and the 

extratropical SH SST field, we use lagged correlation/regression analysis between 

weekly-mean values of SST anomalies and the SAM index. Results are based on the 26-

week cold (warm) season extending from the first week of May (November) to the last 

week in October (April). The regressions/correlations are centered about the middle 10 

weeks of each season and are lagged from -8 (SST leads) to +8 (SST lags) weeks. 

74 



Figure 4.1 shows maps formed by regressing weekly-mean SST anomalies onto 

standardized values of the SAM index at lags ranging from -8 (top row) to +8 (bottom 

row) weeks for the warm (left) and cold (right) seasons. During both seasons, the 

structures of SST anomalies are comparable to the contemporaneous monthly-mean 

regression maps shown in the top panels of Fig. 3.3. The weekly regression maps exhibit 

similar structure at all lags, but have largest amplitude following lag 0. As is the case for 

the monthly regressions, the amplitudes of the SST anomalies are somewhat higher 

during the warm season (note the color scales for the warm and cold season regression 

maps in Fig. 4.1 are different). 

Figure 4.2 shows the lag correlations between the SAM index and the expansion 

coefficient time series of the lag 0 SST maps in Fig. 4.1. The expansion coefficient time 

series (hereafter SAMSST) were formed by projecting the anomalous weekly-mean SST 

field onto the lag 0 regression maps from Fig. 4.1. In practice, qualitatively similar time 

series are derived by projecting the SST field onto regression maps for other lags. 

During both the warm and cold seasons, the lag correlations between the SAM 

and its associated pattern of SST anomalies are largest and most statistically significant 

when variations in the SAM precede variations in the SST field by ~1 week, at which 

time r>0.4. The lag correlations exhibit a marked asymmetry about lag 0 in which the 

correlations are weak when SSTs lead by 8 weeks (r~0.1) but remain statistically 

significant when SSTs lag by 8 weeks (r~0.35). The slow decay of the lag correlations 

after lag 0 attests to the substantial persistence of the SH SST field. Note that when SSTs 

lag the SAM, the magnitude of the correlation coefficients are virtually identical in both 
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seasons, but when SSTs lead the SAM, the correlation coefficients are slightly stronger in 

the cold season. 

4.3 Persistence of the SAM-SST Relationship 

The persistence of the SAM and its impact on the SH SST field is investigated 

further in Figures 4.3-4.6. The top panel in Figure 4.3 shows the lag autocorrelations of 

the SAMSST time series for the austral warm season (dashed), the austral cold season 

(dotted), and all seasons (solid) for lags up to 13 weeks (i.e., the length of the cold and 

warm seasons used in the analyses). The bottom panel in Fig. 4.3 shows the seasonally 

stratified lag autocorrelations for the SAM index time series. The all-season lag 

autocorrelation function of the SAMSST time series is repeated as the solid line in Figure 

4.4 for lags up to 52 weeks. 

The most obvious feature in the autocorrelation plots in Fig. 4.3 is the marked 

persistence of the SAMSST pattern relative to the SAM itself: the e-folding time scale of 

the SAM index is roughly two weeks (Fig. 4.3, bottom), whereas the e-folding timescale 

of its expression in the SST field is on the order of 26 weeks (Fig. 4.3, top; Fig. 4.4, thin 

solid line). The SAMSST time series exhibits slightly more persistence during the cold 

season (Fig. 4.3, top), whereas the SAM index time series exhibits slightly more 

persistence during the warm season (Fig. 4.3, bottom). 

As discussed in previous sections, the SAM and ENSO are significantly related 

during the austral warm season. Consequently, a fraction of the persistence of the SAM 

and SAMSST time series during the austral warm season is due to the relatively low 

frequency variability inherent in ENSO. Figure 4.5 is analogous to Fig. 4.3, but in all 

76 



cases ENSO has been linearly regressed from the SAM and SAMSST time series before 

calculating the lag autocorrelations. The persistence of the cold season time series is 

unchanged when ENSO is removed from the data (compare the dotted lines in Figs. 4.3 

and 4.5), which is consistent with the fact ENSO and the SAM are not related during that 

season. But the removal of ENSO has a notable impact on the persistence of the SAMSST 

time series during the warm season and, by extension, across all seasons (compare the 

dashed and solid lines in the top panels in Figs. 4.3 and 4.5). In fact, as evidenced in Fig. 

4.4, the e-folding timescale of the SAMSST time series for all seasons is reduced from 26 

weeks to 18 weeks after ENSO is linearly regressed from the data. Comparing Figs. 4.3 

and 4.5, it is clear that after ENSO has been removed from the data, the persistence of the 

SAMSST pattern is substantially larger during the winter months than it is during the 

summer months. Note that ENSO accounts for a relatively small fraction of the warm 

season persistence of the SAM index itself (compare the dashed lines in the bottom 

panels of Figs. 4.3 and 4.5). Furthermore, the results are not strongly impacted by trends 

in the data (i.e., compare the results in Figs. 4.5 and 4.6). 

The ENSO-residual SAMSST time series in Figs. 4.5 and 4.6 may be viewed as 

reflecting more precisely the direct effect of the SAM on the SH SST field. Why does the 

impact of the SAM on the SST field exhibit more persistence during winter despite the 

fact the atmospheric forcing (i.e., the SAM index) exhibits comparable persistence 

between seasons? One possible explanation lies in the seasonally varying depth of the 

ocean mixed layer. The relationship between the mixed layer depth and persistence in 

SST anomalies can be illustrated in the context of the simple stochastic climate model as 

described by Frankignoul and Hasselman (1977): 
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ec^-r-xr (4.i) 

where p and cp are the density and heat capacity of sea water, respectively; H is the depth 

of the ocean mixed layer; I" is the anomalous sea surface temperature; A is a linear 

damping parameter and F' is the anomalous atmospheric forcing. If the anomalous 

atmospheric forcing is white in time, Eq. (4.1) yields the following autocorrelation 

function for T'\ 

iiT)-e%'H (4.2) 

where r(r) is the autocorrelation function of T'as a function of lag x (see Frankignoul 

and Hasselman 1977; Deser et al. 2003). From Eq. (4.2) it is apparent that, all other 

factors being held equal, the decay timescale of T' decreases exponentially as H 

increases. 

Figure 4.7 shows solutions to Eq. (4.2) for two different values of mixed layer 

depths, H=35 m and H=90 m (thick solid and dashed lines), superposed on the warm and 

cold season lag autocorrelations of the ENSO-residual SAMSST time series reproduced 

from the top panel in Fig. 4.5 (thin solid and dashed lines in Fig. 4.7). When solving for 

Eq. (4.2), we have set p=1000 kg/m3 and Cp=4218 J kg"1 K"1, and have defined the linear 

damping parameter as X,=20 W m"2 K"1 (20 W m"2 K"1 represents an approximate average 

value of the damping coefficients used in previous studies of the persistence of the 

middle latitude oceans, e.g., Deser et al. 2003). The mixed layer depths of #=35 m and 

H=90 m are chosen because they provide close fits to the observed autocorrelations, but 

the values also correspond to physically reasonable estimates of the depth of midlatitude 

SH mixed layer during the warm and cold seasons, respectively (e.g., the hemispheric 
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mean (20°-80°S) mixed layer depths in Fig. 3.2 are -50 m during the warm season and 

-95 m during the cold season). 

The results in Fig. 4.7 assume fixed linear damping of A=20 W m"2 K"1, which 

was chosen based on previous studies examining persistence of extratropical SSTs in the 

Northern Hemisphere (e.g., Deser et al. 2003). If our estimate of A for the Southern 

Ocean is larger than reality then Fig. 4.7 overestimates the true lag-autocorrelation 

function; if A, is smaller than reality then the results underestimate the lag-autocorrelation 

function. 

The stochastic climate model described in Frankignoul and Hasselman (1977) is a 

simplification of ocean-atmosphere interaction and neglects several factors that may 

impact the persistence of extratropical SST anomalies, including, for example, mixed 

layer dynamics (e.g., Deser et al. 2003), ocean dynamics, forcing of SST anomalies by 

multiple phenomena (e.g., Newman 2007), and the strength of ocean-atmosphere 

coupling (e.g., Barsugli and Battisti 1998). However, from Fig. 4.7 it is clear that 

physically reasonable differences in the depth of the Southern Ocean mixed layer are 

sufficient to explain the observed differences in the persistence of the SAMSST time series 

between warm and cold seasons. A seasonal mean mixed layer depth of 50 m provides a 

very close fit to the observed persistence of the SAMssitime series based on data for all 

calendar months (Figure 4.8, heavy shaded line). 

Thus the calculations in Figs. 4.7 and 4.8 do not a provide an exact quantification 

of the impacts of the seasonally varying mixed layer on the persistence of SST anomalies, 

but rather provide evidence that the persistence of the extratropical SH SST anomalies 
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associated with the SAM is consistent with the damped thermal response to relatively 

white atmospheric variability. 

4.4 Concluding Remarks 

The key results of this chapter are the following: 

1) Extratropical SH SST anomalies associated with the SAM are largest roughly one 

week after large changes in the atmospheric flow and persist for up to several months. 

The correlations between the SAM and its associated pattern of extratropical SH 

SST anomalies are strongest and most statistically significant when the SST field lags the 

SAM by ~ 1 week and remain significant for lags up to several months. Correlations are 

much weaker for periods when the SAM lags the SST field, and there is no evidence of a 

distinct pattern of weekly extratropical SH SST anomalies that precedes variability in the 

SAM. The observed persistence of the pattern of SST anomalies associated with the SAM 

is consistent with the simulated persistence of SAM-related SST anomalies revealed in 

Sen Gupta and England (2006). 

2) The seasonally varying persistence of the pattern of SST anomalies associated with the 

SAM is consistent with the seasonally varying depth of the ocean mixed layer. 
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SST anomalies associated with the SAM appear at first glance to have comparable 

persistence during the cold and warm seasons. However, much of the summertime 

persistence in SST anomalies associated with the SAM is derived from the linear 

relationship between the SAM and ENSO. When ENSO is linearly regressed from the 

data, the persistence of the SAM SST anomalies is much less during the warm season 

than it is during the cold season. The differences in the persistence of the ENSO-residual 

SST anomalies between the cold and warm seasons is consistent with the seasonal cycle 

in the depth of the extratropical SH ocean mixed layer. 
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Lagged Regressions of Weekly SST Anomalies onto the SAM 

Warm Season (November-April) Cold Season (May-October) 
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Figure 4.1. Weekly (left column) warm and (right column) cold season SST anomalies 
regressed onto the SAM index at (top row) lag -8 weeks (SST leads SAM), (second from 
top row) lag -4 weeks, (middle row) lag 0 weeks, (second from bottom row) lag +4weeks 
(SST lags SAM), and (bottom row) lag +8 weeks. Note the color scale differs between 
warm and cold seasons. 
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Figure 4.2. Lagged correlation coefficients between the SAM index and the expansion 
coefficient time series of the anomalous SST pattern associated with the SAM (i.e., the 
lag zero regression maps from Figure 4.1) for warm (dashed) and cold (solid) seasons. 
The 95% confidence level is denoted by the dotted line (r~0.26). 

84 



g 1.0 
<u 

I °-8" 
3 0 - 6 

.1 0.4 
1 0.2 

I 0 
-0.2 

Lag Autocorrelations of the SST Patterns 
Associated with the SAM 

4 6 8 
Lag (Weeks) 

10 12 

Lag Autocorrelations of the SAM 

Figure 4.3. Lag autocorrelations of (top) the expansion coefficient time series of the 
anomalous SST pattern associated with the SAM (i.e., the lag zero regression maps from 
Figure 4.1) and (bottom) the SAM index for all seasons (solid), warm (dashed) and cold 
(dotted) seasons. See text for details. 
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Figure 4.4. Lag autocorrelations of the expansion coefficient time series of the anomalous 
SST pattern associated with the SAM for all seasons (thin solid) and for all seasons with 
ENSO linearly regressed from the data (thin dashed) for lags up to 52 weeks. 
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Figure 4.5. As in Figure 4.3 but ENSO has been linearly regressed from both the SAM 
index and the expansion coefficient time series of the SST pattern associated with the 
SAM. 
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Figure 4.6. As in Figure 4.5 but data have been detrended before calculating the correla­
tion coefficients. 
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Figure 4.7. Lag autocorrelations of the expansion coefficient time series of the anoma­
lous SST pattern associated with the SAM for warm (thin solid) and cold (thin dashed) 
seasons (repeated from Figure 4.5, top). The heavy shading represents the solutions to 
Eq. (4.2) for p=1000 kgm-3, Cp =4218 J kg-iK-i, X=20 Wm-2K-i, and mixed layer depths 
of//=35m (heavy solid shading) and 7f=90m (heavy dashed shading). 
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Figure 4.8. As in Figure 4.4 but the heavy shaded line represents the solution to Eq. (4.2) 
for p=1000 kgm-3, cp =4218 J kg-iK-i, X=20 Wm-2K-i, and a mixed layer depth of 
#=50m. 
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CHAPTER FIVE 
OBSERVATIONAL EVIDENCE OF REEMERGENCE IN THE EXTRATROPICAL 

SOUTHERN HEMISPHERE 

5.1 Overview 

The previous chapter demonstrated that seasonal variations in the depth of the 

mixed layer strongly impact the persistence of extratropical Southern Hemisphere (SH) 

sea surface temperature (SST) anomalies. As discussed in Chapter 1, the seasonal cycle 

of the mixed layer depth also influences the persistence of extratropical SST anomalies 

through "reemergence" in which SST anomalies formed in the late winter are sequestered 

beneath the relatively shallow summer mixed layer and are then re-entrained into the 

deepening mixed layer during the following fall/winter. While several studies have 

extensively examined reemergence in the Northern Hemisphere (NH; see Chapter 1), this 

is one of the first studies to use observations of subsurface temperatures to document 

reemergence in the extratropical SH ocean basins. 

5.2 Methodology 

Figure 5.1 shows the number of available vertical temperature profiles in the 

ENSEMBLES (EN3) database (see Chapter 2 for description of EN3 data) for the period 

1990-2006 within the extratropical South Pacific sector. In actuality, the EN3 archive 

extends back to January 1950 but there are virtually no profile data in the SH prior to 

1990. After 1990, temperature profiles are concentrated in the following three regions: 1) 
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off the southeast coast of Australia; 2) to the north of New Zealand; and 3) to the south of 

Tasmania (Fig. 5.1). Of these regions, only the area north of New Zealand is marked by 

sufficiently weak currents to allow reemergence to occur. This is because regions of 

strong ocean currents inhibit reemergence; i.e., temperature anomalies detrained from the 

mixed layer will be advected away from the source region before they have a chance to 

reemerge. Therefore, the region east of Australia, which lies in a western boundary 

current exhibiting strong eddy activity (Nilsson and Cresswell 1981), and the region 

south of Tasmania, which lies in the Antarctic Circumpolar Current, are less likely to 

exhibit reemergence. 

We thus focus our analysis on the region spanned by 30°-34°S and 170°-180°E 

(dark box outlined in Fig. 5.1). The analysis region lies within the area of high data 

coverage to the north of New Zealand but away from the influence of coastal processes 

that might inhibit the reemergence process. To convert monthly-mean temperature profile 

data within the analysis region into monthly-mean area-averaged anomaly temperature 

time series at discrete depth levels, the following steps are performed: 

1. Because the levels at which temperatures were recorded vary between 

profiles, the temperatures from each profile were interpolated to nine discrete 

depth levels: 0, 10, 20, 30, 50, 75, 100, 125, and 150 m. 

2. Area-averaged temperatures were computed at all nine depth levels for two 

subsets of the analysis region: 30°-32°S, 170°-180°E and 32°-34°S, 170°-

180°E. We calculated the area-averaged temperatures for two subsets rather 

than the entire box because there are substantial gaps in the data and the area-
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averaged temperatures will be biased towards the regions with the least 

missing data. Subdividing the box into two subsets reduces the bias. 

3. The seasonal cycle was removed from the area-averaged temperatures found 

in 2) by subtracting the long-term monthly mean from each month. 

4. The temperature anomaly time series for the two subsets of the study region 

were averaged together to form monthly-mean time series at all nine depths. 

The resulting nine time series are indicative of monthly-mean temperature 

anomalies averaged over the region 30°-34°S, 170°-180°E at the depth levels 

given in 1). 

5.3 The Reemergence Signal in Extratropical South Pacific Subsurface Temperature 

Observations 

The existence of reemergence is dependent on the amplitude of the seasonal cycle 

of the depth of the mixed layer: the winter mixed layer must be substantially deeper than 

the summer mixed layer (Timlin et al. 2002). Figure 5.2 shows the climatological mean 

temperatures (shading) and mixed layer depths for the region 30°-34°S, 170°-180°E. The 

dashed line corresponds to the mixed layer depths derived from the Ocean Mixed Layer 

Depth Climatology dataset described in Chapter 2. The solid line corresponds to the 

mixed layer depths calculated using the EN3 temperature data and the error bars denote 

the ±1 standard deviation range. The mixed layer depths are defined in both datasets as 

the shallowest depth at which the temperature differs from the temperature at 10 m by 

0.2°C. 
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Both data sets reveal a strong seasonal cycle in the depth of the mixed layer. 

Relatively strong solar heating and weak surface winds during the austral summer drive 

mixed layer depths no deeper than ~ 25-30 m. Comparatively weak solar heating and 

strong surface winds drive mixed layer depths as deep as 100 m in the austral winter. For 

the most part, the interannual standard deviation of the EN3-derived mixed layer depths 

is relatively small during the warm season months (when the mixed layer is shallow). It is 

interesting that the standard deviation of the mixed layer depths is much larger during late 

winter/spring (August-September) than it is during fall/early winter (April-May) despite 

comparable mixed layer depths observed during these times. One possible explanation for 

this feature is that the atmospheric circulation, which is partly responsible for driving 

variations in the depth of the mixed layer, is more vigorous during the late winter season 

than it is during the fall months. 

Figure 5.3 shows the climatological mean mixed layer depths from the EN3 data 

(solid dark line) superposed on the pattern of concurrent correlations calculated for each 

month between temperature anomalies at the surface and temperature anomalies at nine 

depths from 0-150 m. For the most part, the seasonal cycle of the mixed layer depth is 

mirrored in the pattern of the correlations. In mid-summer, the correlations between 

temperature anomalies at the surface and at depth exceed 0.8 above ~30 m but decrease 

to less than 0.4 below 50-75 m. During winter, the correlations exceeding 0.8 are 

observed at depths down to 100-125 m, demonstrating that the layer of homogeneous 

ocean temperature anomalies extends considerably deeper at that time. 

The most notable difference between the pattern of the correlations in Fig. 5.3 and 

the climatological mean mixed layer depths from the EN3 data is found in the spring 
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months (September-November) when the climatological mean mixed layer depth is only 

~30-50 m but surface temperature anomalies are strongly correlated with temperature 

anomalies down to 125-150 m. A similar result was noted in Alexander and Deser 

(1995), who hypothesized that the depth of the correlations is determined by the scale of 

the vertical mixing during periods of enhanced springtime storm activity, whereas the 

depth of the mean mixed layer depth reflects an average over stormy and calm periods. 

Furthermore, as shown in Fig. 5.2, the vertical gradient in climatological mean 

temperatures is weak during the late winter/early spring and thus the mixed layer depth is 

difficult to estimate during this time. An alternative explanation is that since the 

temperature anomalies at all levels exhibit substantial persistence, then the depth of the 

correlations during spring are determined by the depth of the vertical mixing during the 

previous winter. 

To evaluate the reemergence signal in the subsurface temperature data, we 

examine the winter-to-winter evolution of thermal anomalies in the upper ocean. Studies 

that have investigated reemergence in the NH ocean basins have done so by examining 

the lag correlations of thermal anomalies from one winter through the following winter 

(e.g., Alexander and Deser 1995; Alexander et al. 1999). Here we adopt a similar 

methodology. 

Figure 5.4 shows the lag correlations between temperature anomalies at 0 m in 

(top) August, (middle) September, (bottom) October and temperature anomalies at 0-150 

m for 0-13 month lags within the region 30°-34°S, 170°-180°E. The thick black line 

corresponds to the depths at which correlations with surface temperature anomalies 

exceed 0.8 (i.e., the 0.8 contour from Fig. 5.3), and shows the approximate layer of 
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homogeneous upper ocean temperature anomalies. Correlations greater than 0.4 are 

statistically significant at the 95% confidence level (shading in Fig. 5.4). 

As also noted in Fig. 5.3, temperature anomalies in the late winter are highly 

coupled throughout the top 125-150 m of the ocean. At the surface, the correlations 

decrease as a function of lag such that by December-January the surface temperature 

anomalies are no longer significantly correlated with anomalies from the previous 

September. The decay of the surface temperature anomalies from late winter through 

summer is consistent with damping by anomalous heat fluxes at the ocean surface. In 

contrast, the temperature anomalies below the mixed layer in the summer are insulated 

from atmospheric influences and thus remain significantly correlated throughout the 

summer season with the subsurface and surface temperature anomalies formed during the 

previous winter. 

The deepening mixed layer throughout the fall allows the thermal anomalies 

previously sequestered within the seasonal thermocline to be re-entrained into the mixed 

layer. Thus in June and July, temperature anomalies throughout the mixed layer are 

impacted by the entrainment process and become significantly correlated with surface 

temperature anomalies formed during the previous winter. By July, the mixed layer 

encompasses the entire top 100 meters of the ocean and the surface temperature 

anomalies that were formed in the previous late winter (and stored beneath the 

summertime mixed layer) are finally damped to the overlying atmosphere. 

The results in Fig. 5.4 suggest that the reemergence signal in the extratropical 

western South Pacific is robust to small changes in the month in which the SST 

anomalies are initiated. SST anomalies formed in either August, September, or October 
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are strongest and most significantly correlated to SST anomalies in the following June-

July. The structure of the reemergence signal for temperature anomalies formed in 

August slightly differs from the other two cases in the following ways: 1) the region of 

weakly correlated summer surface temperature anomalies is noticeably shallower than the 

layer of the homogeneous temperature anomalies (i.e., as given by the bold line, which 

correspond to the 0.8 contemporaneous correlation contour from Fig. 5.3) and 2) the 

temperature anomalies in the following late-winter/spring do not decay as quickly as 

observed in the other two cases. Overall, the results in Fig. 5.4 demonstrate that roughly 

16-25% of the year-to-year variance of June SST anomalies can be explained by the 

reemergence of SST anomalies from the previous winter. 

The structure of the reemergence signal is also clearly evident if the temperature 

anomalies below the summer mixed layer are used as a basis for the correlations. Figure 

5.5 shows that March temperature anomalies at 75 m are significantly correlated with 

temperature anomalies at all depths during the previous September-November as well as 

the following June-July. The results in Fig. 5.5 reveal that the temperature anomalies 

beneath the summertime mixed layer originate in part from within the mixed layer during 

the previous winter and are decoupled from contemporaneous temperature anomalies at 

the surface. Qualitatively similar results to Fig. 5.5 are obtained for correlations based on 

temperature anomalies at a range of months and depths during the summer season (not 

shown). Furthermore, the results in Figs. 5.4-5.5 are also broadly consistent with the 

results of subsurface data in the North Atlantic and North Pacific Oceans (e.g., Alexander 

and Deser 1995; Alexander et al. 1999; Timlin et al. 2002). 
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5.4 The Surface Signature of Reemergence across the Extratropical South Pacific 

In this section, monthly-mean Optimum Interpolation (OI) SST anomalies are 

used to independently investigate the reemergence mechanism across the extratropical 

southern Pacific Ocean. The OI SST data have considerably larger spatial and temporal 

coverage than the EN3 temperature data, and thus they allow the reemergence 

mechanism to be explored over a broader region of the extratropical South Pacific basin 

than explored in the subsurface observations used in the previous section. 

Figures 5.6 and 5.7 show maps formed by correlating SST anomalies in 

September with SST anomalies in November, January, March, May, July, and September 

at all grid points in the extratropical South Pacific Ocean. The correlations presented in 

Fig. 5.6 are calculated for the period 1990-2006, the same period of record used to 

analyze the subsurface EN3 temperature anomalies in the previous section. Fig. 5.7 

shows the correlation maps calculated for the period 1982-2007, the full OI SST record. 

In Fig. 5.6, the correlations that exceed 0.4 are statistically significant at the 95% 

confidence level. In Fig. 5.7, the correlations are derived from a larger sample size and 

thus values exceeding 0.35 are statistically significant at the 95% confidence level. 

The patterns in Figs. 5.6 and 5.7 both exhibit a statistically significant 

reemergence signal in the western part of the extratropical South Pacific basin. In this 

region, September SST anomalies are weakly correlated with SST anomalies in the 

spring/summer (January-March) but are strongly correlated with SST anomalies in the 

following fall/winter (May-September). The amplitude of the correlations tend be slightly 

stronger for the period 1990-2006 than for the full record, but the structures are 

qualitatively similar for both periods. 
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To more closely examine the robustness of the reemergence signal in the region 

30°-34°S, 170°-180°E using the 01 SST data, we show in Figure 5.8 the lag correlations 

between area-averaged SST anomalies based on three different months in which SST 

anomalies are formed (August, September, and October). Note that the x-axis in Fig. 5.8 

is a function of lag relative to the basis month for the correlations. For example, lag 4 

corresponds to correlations between August and December SST anomalies (solid line), 

September and January SST anomalies (dashed line), and October and February SST 

anomalies (dotted line). 

The results in Fig. 5.8 demonstrate that the reemergence signal in the region 30°-

34°S, 170°-180°E is robust to small changes in the month in which the anomalies are 

initiated, consistent with the results found using the subsurface observations (Fig. 5.4). 

SST anomalies that are formed in August, September, or October are only weakly 

correlated with February SST anomalies but are significantly correlated with June SST 

anomalies. In all three cases, correlations between wintertime SST anomalies and June 

SST anomalies are ~0.4, a value that is broadly consistent with the subsurface results in 

Figs. 5.4-5.5. 

Figs. 5.6-5.7 not only support the results in the previous section but also highlight 

the relative lack of reemergence over much of the eastern part of the extratropical South 

Pacific. It is unclear why reemergence is less discernible over the eastern part of the basin 

since the ocean mixed layer exhibits a large seasonal cycle there (not shown). It is 

possible that the SST variability associated with ENSO, which is strongest on interannual 

time scales, obscures the reemergence signal. However, qualitatively similar results are 
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obtained when ENSO is linearly regressed from the SST time series at each grid point 

(not shown). 

It is also possible that the lack of reemergence reflects poor data quality: the 

AVHHR satellite used in part to derive the 01 SSTs cannot "see" through the persistent 

cloud decks in this region (O'Neill et al. 2003), and in situ SST observations are also 

sparse in this area (see Figure 2.2). Attempts were made to repeat the analysis in Figs. 5.6 

and 5.7 using the raw in situ ICO ADS data but the data coverage is too sparse in the 

eastern Pacific and few correlation coefficients could be calculated in the region. The 

analysis was also repeated using the microwave satellite measurements from AMSR-E, 

which unlike 01 SST, have dense spatial coverage and are not impacted by clouds. The 

reemergence signal was not discernible in any region of the extratropical South Pacific -

including the western South Pacific - using the six years of AMSR-E data, which 

suggests the AMSR-E record is still too short for studies of interannual SST variability. 

Finally, there are insufficient subsurface temperature observations in the eastern 

extratropical South Pacific to repeat the analyses in Figs. 5.4 and 5.5 in that region. 

5.5 Concluding Remarks 

Previous studies examining the winter-to-winter reemergence of extratropical SST 

anomalies have focused primarily in the North Atlantic and North Pacific basins 

(Alexander and Deser 1995; Bhatt et al. 1998; Alexander et al. 1999; Alexander et al. 

2001; Timlin et al. 2002). Reemergence has also been noted in observations of sea 

surface temperatures over the extratropical South Pacific (Hadfield 2000; Hanawa and 

Sugimoto 2004), Indian and South Atlantic Oceans (Hanawa and Sugimoto 2004). To our 
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knowledge, this is the first study to explicitly document the existence of reemergence in 

observations of SH subsurface temperatures. Our analysis of subsurface temperature data 

is limited by the scarcity of observations in the extratropical SH ocean basins, and is thus 

restricted to the region 30°-34°S, 170°-180°E, which lies in the western part of the 

extratropical south Pacific Ocean to the north of New Zealand. 

The key findings in this chapter are the following: 

1) Analyses of subsurface temperature observations suggest that wintertime SST 

anomalies in the western extratropical South Pacific (30°-34°S, 170°-180°E) tend to 

persist beneath the summer mixed layer and are re-entrained in the subsequent 

fall/winter. 

The subsurface results show that SST anomalies formed in the western extratropical 

South Pacific in the late winter/ early spring are significantly related to SST anomalies 

observed in the following fall/winter but are unrelated to SST anomalies in the 

intervening summer. The analyses also reveal that temperature anomalies beneath the 

mixed layer in the summer are strongly correlated with temperature anomalies within the 

mixed layer during the previous and following winters but are weakly correlated with 

temperature anomalies within the summer mixed layer. The reemergence of SH 

wintertime SST anomalies explains ~16-25% of the year-to-year variance in the June 

SST field over the western South Pacific. The results based on the SH subsurface 

temperature data are generally consistent with the behavior of reemergence observed in 
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the NH ocean basins (Alexander and Deser 1995; Alexander et al. 1999; Timlin et al. 

2002). 

2) Sea surface temperature data independently confirm the winter-to-winter recurrence 

of SST anomalies in the extratropical western South Pacific but highlight the absence of 

reemergence in the extratropical eastern South Pacific. 

It is not understood why reemergence is less noticeable in the eastern part of the 

extratropical South Pacific basin. One possibility is that the absence of reemergence in 

the eastern Pacific is physically real. Hanawa and Sugimoto (2004) also did not find 

evidence of reemergence in this region but they noted their selection criteria and results 

are "conservative". Another possibility is that the lack of reemergence reflects poor data 

quality in the eastern South Pacific. Unfortunately, there are insufficient in situ 

observations in the region to examine the winter-to-winter evolution of temperature 

anomalies in subsurface data. 
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Figure 5.1. Shading denotes the number of profiles recorded within a l°xl° 
latitude/longitude box for the period 1990-2006. The solid contours denote the climato-
logical annual mean sea surface temperatures. Contours are drawn at 2° intervals. The 
SST data are obtained from the NOAA OI SST data set described in Chapter 2. 
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Figure 5.2. Climatological mean temperatures (shading) and mixed layer depths for the 
region 30°-34°S, 170°-180°E from EN3 temperature data (solid line) and the Ocean 
Mixed Layer Depth Climatology (dashed line). Error bars denote the ± 1 standard devia­
tion range of the EN3 mixed layer depths. Mixed layer depths are defined as the shallow­
est depth at which the temperature differs from the temperature at 10 m by 0.2°C. 
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Month 

Figure 5.3. Concurrent correlations between monthly-mean temperature anomalies at 0 m 
and temperature anomalies from 0 m down to 150 m for each month. For example, the 
correlation coefficient between temperature anomalies at 0 m and temperature anomalies 
at 50 m in January is 0.4. The thick black line corresponds to the climatological mean 
mixed layer depths derived from EN3 temperature data from Figure 5.2. 
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Figure 5.4. Lag correlations 
between monthly-mean surface 
temperature anomalies in (top) 
August, (middle) September, 
(bottom) October) and tempera­
ture anomalies at nine depths 
from 0 to 150 m for 0-13 month 
lags. For example, the correlation 
coefficient between September 
surface temperature anomalies 
and January temperature anoma­
lies at 100 m is 0.7. Correlations 
that exceed 0.4 are shaded. The 
thick black line corresponds to 
the 0.8 contour from Figure 5.3. 
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Figure 5.5. Lead-lag correlations between monthly-mean temperature anomalies in 
March at 75 m (i.e., beneath the base of the summer mixed layer; marked by an X) and 
temperature anomalies at nine depths from 0 to 150 m for the previous and following six 
months. For example, the correlation between March temperature anomalies at 75 m and 
temperature anomalies at 100 m in the previous October is 0.8. Correlations that exceed 
0.4 are shaded. The thick black line corresponds to the 0.8 contour from Figure 5.3. 
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Figure 5.6. Correlations between September SST anomalies and (top) November SST 
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Figure 5.7. As in Figure 5.6 but for the period 1982-2006. 
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Figure 5.8. Lag correlations of monthly-mean 01SST anomalies averaged over the 
region 30°-34°S, 170°-180°E based on a starting month of August (solid line), Septem­
ber (dashed line), and October (dotted line). For example at lag 6, the solid line corre­
sponds to a correlation between August and February SST anomalies of -0.2. The gray 
line corresponds to the 95% confidence level (r~0.4). 
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CHAPTER SIX 
CONCLUSIONS 

This chapter provides a summary and discussion of the key results of the thesis 

and offers several avenues for future research. 

6.1 Summary and Discussion 

Until the late 1970s/ early 1980s, sea surface temperatures (SSTs) were primarily 

measured in situ onboard ships crossing between major population centers, which are 

largely concentrated in the Northern Hemisphere (NH). As a result, the North Atlantic 

and North Pacific basins were the only regions with sufficient SST data to examine 

extratropical SST variability on interannual timescales and longer. Many studies have 

shown that, consistent with the null hypothesis of extratropical SST variability 

(Frankignoul and Hasselman 1977), the primary mechanism that drives fluctuations in NH 

SSTs on intraseasonal and interannual time scales is variability in the surface turbulent heat 

fluxes associated with internal atmospheric forcing (e.g., Frankingoul and Reynolds 1983; 

Frankignoul 1985). Hence, the large-scale patterns of NH SST anomalies owe their 

existence to the dominant structures of atmospheric variability (Bjerknes 1964, Cay an 

1992a,b, Visbeck et al. 2003). 

Analyses of the NH ocean temperature field have also revealed the importance of 

the depth of the mixed layer on the persistence of extratropical SST anomalies. In 

particular, several studies have demonstrated that the subduction and re-entrainment of 
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SST anomalies associated with the seasonal cycle of the mixed layer depth, a process 

referred to as reemergence, gives rise to winter-to-winter persistence of SST anomalies 

in the NH ocean basins (Alexander and Deser 1995; Alexander et al. 1999; Timlin et al. 

2002; Deser et al. 2003). 

With the advent of satellite-derived surface temperature measurements in the late 

1970s/ early 1980s, SST coverage around the globe has substantially improved. Hence, 

there are now several decades of SST measurements available in the Southern 

Hemisphere (SH), a period long enough to evaluate the importance of the mechanisms 

described above in the extratropical SH ocean basins. Thus, the goal of the current study 

is to provide the first comprehensive examination of the mechanisms that drive SST 

variability in the extratropical SH. 

The first part of the study provides an extensive analysis of the relationships 

between variability in extratropical SH SST field and two important patterns of large-

scale SH atmospheric variability: the Southern Annular Mode (SAM), and the El Nino 

Southern Oscillation (ENSO). These relationships were evaluated in both the warm 

(November-April) and cold (May-October) seasons. During the warm season, the SAM 

and ENSO are significantly correlated with each other, and therefore the SST patterns 

associated with both phenomena are similar: both are characterized by predominantly 

cold SST anomalies poleward of 50°S and warm SST anomalies equatorward of 50°S, 

but for a large region of cold anomalies that extends from the west of the Antarctic 

Peninsula to middle latitudes. A similar pattern of SST anomalies also emerges as the 

leading EOF of monthly (Chapter 3, this thesis) and annual-mean (Kidson and Renwick 

2002) SST anomalies. 
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During the cold season, the SAM and ENSO are not significantly correlated with 

each other, and thus their associated SST patterns exhibit larger differences. The cold 

season expression of the SAM in the SST field resembles its warm season counterpart 

(Chapter 3), and also bears strong resemblance to the pattern of SST anomalies associated 

with the SAM in year-round data (Lovenduski and Gruber 2005; Sen Gupta and England 

2006). In contrast, the cold season expression of ENSO in the SST field exhibits a more 

wave-like structure than its warm season counterpart, with largest amplitude in the 

Pacific sector. The leading EOF of monthly-mean cold season SST anomalies resembles 

the signature of ENSO in the SH SST field. 

A comparison of the structures of the SST, surface turbulent and Ekman heat flux 

anomalies associated with the SAM reveals that the surface turbulent heat fluxes play an 

important role in driving the SAM-related SST anomalies throughout much of the SH, 

and that anomalous heat advection by Ekman currents also contributes at higher latitudes. 

That the large-scale patterns of SST anomalies associated with the SAM are primarily 

driven by surface turbulent heat fluxes is consistent with results found in previous studies 

for the Northern Annular Mode (NAM; e.g., Visbeck et al. 2003). 

As is the case for the SAM, the ENSO-related SST anomalies project strongly 

onto the ENSO-related Ekman heat flux anomalies. But in contrast to the SAM, they do 

not project onto the ENSO-related turbulent heat fluxes. It is possible that the SH SST 

response to ENSO may be driven by processes such as ocean dynamics and radiative 

fluxes. However, numerous studies have demonstrated the consistency between ENSO-

related surface turbulent heat fluxes and SST anomalies in the North Pacific (i.e., the 

atmospheric bridge; Alexander et al. 1990; 1992; 2002; Cayan 1992a; Lau and Nath 
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1996; 2001; Park et al. 2006). Shortwave radiation anomalies associated with ENSO 

explain some of the SST variability in the subtropical Pacific sector, but there are still 

many discrepancies between the pattern of combined (surface turbulent + Ekman + 

shortwave radiation) heat flux anomalies and the pattern of SST anomalies associated 

with ENSO. Hence it is equally plausible that the inconsistency between the ENSO-

related SST and turbulent heat flux anomalies is due to the relatively short period of 

analysis used in this study and/or errors in the SH flux data. 

In Chapter 4, weekly-mean data are used to examine the temporal evolution of the 

SAM-SST relationship. The results reveal that no unique pattern of extratropical SH SST 

anomalies leads variability in the SAM. Furthermore, correlations between the SAM and 

its associated SST anomalies are weak for periods when SSTs lead the SAM. The 

strongest and most statistically significant correlations are observed when the SST field 

lags the SAM by ~ 1 week, and the correlations remain significant at least 8 weeks after 

peak amplitude in the SAM. The lead-lag relationships between the SAM and its 

expression in the SST field are consistent with the SH atmosphere forcing the SST field 

and not vice versa. 

The SAM-related SST anomalies exhibit less persistence during the warm season 

than during the cold season. The different timescales are most evident when ENSO is 

linearly subtracted from the warm season data to account for the fact that ENSO and the 

SAM are significantly correlated during that season. The simple stochastic climate model 

constructed by Frankignoul and Hasselman (1977) reveals that the observed seasonal 

variations in the persistence of the SAM-related SST anomalies are consistent with 

seasonal variations in the depth of the mixed layer. 
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In Chapter 5, subsurface temperature observations are used to examine the winter-

to-winter "reemergence" of SST anomalies in the extratropical South Pacific (30°-34°S, 

170°-180°E). Reemergence is the mechanism through which SST anomalies formed in 

the late winter are stored beneath the relatively shallow summer mixed layer and then re-

entrained into the deepening mixed layer during the following fall/winter. The results 

demonstrate that, consistent with reemergence, SST anomalies formed in the late winter/ 

early spring are significantly correlated with SST anomalies during the following 

fall/winter but are only strongly correlated with temperature anomalies beneath the mixed 

layer during the intervening summer. The time-depth structure of the reemergence signal 

is robust to small changes in the month in which the SST anomalies are created, and 

reemergence explains ~20% of the year-to-year variance in the June SST field over the 

western extratropical South Pacific. The results based on the SH subsurface temperature 

data are broadly consistent with evidence of reemergence in the NH ocean basins (e.g., 

Alexander and Deser 1995; Alexander et al. 1999; Timlin et al. 2002). 

The spatial scale of reemergence is independently evaluated across the 

extratropical South Pacific basin using sea surface temperature data. The results reveal 

the reemergence signal is statistically significant across the western South Pacific basin 

but is less apparent in the eastern part of the basin. It is unclear whether the absence of a 

reemergence signal in the eastern extratropical South Pacific is real or due to poor data 

sampling in that region. As more subsurface temperature data become available through 

programs like ARGO, we hope to continue examining reemergence in the SH oceans, 

particularly in the eastern South Pacific basin. 
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The results in Chapter 5 demonstrate that the reemergence of SST anomalies in 

the extratropical South Pacific yields predictability in anomalous SSTs out to -8-10 

months, which is longer than the known predictability associated with most other 

physical phenomena. If the reemerging SST anomalies impact the extratropical 

atmospheric circulation, then reemergence may prove to be important for seasonal 

forecasting. The atmospheric response to reemerging SST anomalies has not been 

examined in great detail as of yet but Cassou et al. (2007) have shown that reemerging 

SST anomalies in the North Atlantic tend to modestly enhance the winter-to-winter 

persistence of the atmospheric circulation pattern that created them (e.g., the North 

Atlantic Oscillation). 

6.2 Future Research 

The results presented in Chapters 4 and 5 demonstrate that extratropical SH SST 

anomalies exhibit considerable persistence on timescales ranging from months to years. 

However, the extent to which these SH SSTs feedback onto the atmosphere is unclear. In 

the remainder of this section I will discuss my ideas for future research. The following 

ideas focus on the persistence of extratropical SSTs and the potential impact of the 

persisting SSTs on the atmospheric circulation. 

6.2.1 Persistence of extratropical SST anomalies as a function of hemisphere 

In Chapter 4, lag autocorrelation analysis reveals that the cold season SAM-

related SST anomalies tend to persist much longer than their warm season counterparts. 

Further lag autocorrelation analysis would be useful to determine whether the persistence 
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of North Atlantic SST anomalies associated with the NAM also exhibits similar seasonal 

variations. The lag autocorrelation analysis should also be applied to the full SH and NH 

SST fields (i.e., not just the anomalous SSTs related to the SAM and the NAM) to 

provide a more general understanding of the differences in the persistence of the 

extratropical SST anomalies between the NH and SH ocean basins. 

6.2.2 Atmospheric response to persistent SH SST anomalies 

The results in Chapter 4 demonstrate that the cold season SH SST anomalies 

associated with the SAM exhibit considerable persistence from month-to-month, but do 

these SST anomalies feedback onto the atmospheric circulation? Many studies have 

documented an atmospheric response to anomalous SST forcing in the NH, but in most 

cases, the amplitude of the response is modest compared to that of internal atmospheric 

variability (see review by Kushnir et al. 2002). The atmospheric response to extratropical 

SSTs has received considerably less attention in the SH but previous results provide some 

evidence of a response of the SAM to changes in the SST field. For example, Sen Gupta 

and England (2007) note a coupling between the SAM-related SST anomalies and the 

atmospheric circulation that acts to increase the persistence of the SAM. Previous results 

also suggest that the relatively weak long-term warming of the Southern Ocean relative to 

middle and polar latitudes may potentially drive a positive trend in the SAM (Kushner et 

al. 2001). 

A recent study by Marshall and Connolley (2006; hereafter MC06) demonstrates 

that changes in the meridional gradient in wintertime SSTs drive changes in the sign and 

the strength of the SAM. By forcing an atmospheric General Circulation Model (AGCM) 

with a zonally symmetric heat source located in the SH middle latitudes (~60°S), they 
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showed that an increase in the meridional SST gradient enhances baroclinicity. The 

resulting anomalous eddy activity fluxes more momentum into the upper troposphere and 

increases the westerly winds, which projects onto the positive phase of the SAM. The 

opposite is true in the presence of a weakened meridional SST gradient. It has also been 

demonstrated that the eddy feedback mechanism described in MC06 is also important for 

driving an atmospheric response to anomalous extratropical SST forcing in the NH (e.g., 

Peng and Whittaker 1999; Peng and Robinson 2001; Peng et al. 2003; Magnusdottir et al. 

2004; Deser et al. 2007). 

Future work could expand upon the results of MC06 to examine the temporal 

evolution of the atmospheric response to meridional SST gradients induced by observed 

patterns of winter SST variability. Specifically, we want to ask the following questions: 

can the observed cold-season SST anomalies associated with the SAM (i.e., not the 

idealized zonally symmetric heat source used in MC06) induce a meridional SST gradient 

that impacts the SAM through the eddy feedback mechanism suggested in MC06? 

Furthermore, if the anomalous SSTs that induce the meridional SST gradient persist for 

several months, will the atmospheric response also persist for several months? 

The ability of the atmospheric circulation to respond to variations in extratropical 

SSTs through the eddy feedback mechanism is dependent on several factors including the 

strength of the meridional SST gradient as well as the strength and position of the 

climatological storm track (e.g., Peng and Whitaker 1999; Hall et al. 2001). Thus changes 

in the strength or position of the SST anomalies that drive the meridional SST gradient or 

changes in the SH storm track can result in different atmospheric responses. The goal of 

this future research is to examine how the winter-to-summer evolution of the SAM-
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related SST anomalies and the atmospheric circulation (e.g., the SH storm track) impact 

the atmospheric response to these SAM-related SSTs. 

I propose to examine the SH atmospheric response to extratropical SST anomalies 

within the context of several AGCM experiments that are forced with time-varying patterns 

of SST anomalies. The experimental design proposed here is similar to the design 

presented in Cassou et al. (2004). The first experiment will consist of a multi-member 

ensemble integration, each 12 months long. The model would be forced with the 

observed pattern of SST anomalies associated with the SAM for the 6 winter months 

(May-October) and the other 6 months (November-April) will remain fixed to the 

climatology. The monthly SST anomalies would be derived from the regressions of SSTs 

onto the expansion coefficient time series of the winter SAM-related SST pattern (i.e., 

top right pattern in Fig. 3.3). 

The temporal evolution of the horizontal and vertical structures of the 

atmospheric response will be examined from winter through summer. The atmospheric 

response will be decomposed into the component that projects onto the leading pattern of 

internal atmospheric variability (i.e., the SAM) and the residual component. This 

decomposition, as shown in Deser et al. (2004), is a useful method for distinguishing 

physically meaningful patterns that are associated with different underlying dynamical 

mechanisms. 

I also propose to run at least two more AGCM experiments to evaluate the 

sensitivity of the extratropical SH atmospheric response to SSTs exhibiting various 

degrees of persistence. The second experiment would be designed similarly to the 

experiment described above. The only difference is that the anomalous SST forcings 

would exhibit larger persistence in the second experiment than in the first experiment 
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(i.e., the SST anomalies in the second experiment would decay more slowly than in the 

first experiment). In the third experiment, the prescribed SST anomalies would exhibit 

less persistence. The atmospheric response from the three experiments would be 

compared to determine whether increasing or decreasing the persistence in the SST field 

noticeably alters the structure and amplitude of the large-scale atmospheric circulation. 
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