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FOREWORD

This is the final Completion Report prepared under a grant by
the Office of Water Resources Research for a project at Colorado State
University entitled, 'Metropolitan Water Intelligence Systems.' The
basic objective of the project was to develop criteria and information
for the development of metropolitan water intelligence systems (MWIS).
The MWIS is a specialized urban water system form of the management
information and control system concept which is emerging as a techno-
logical innovation in industrial applications.

The project consisted of three phases, each lasting about one year.
This report was prepared during Phase Ill. Basic objectives for Phase I

were to:

1. Investigate and describe modern automation and control
systems for the operation of urban water facilities
with emphasis on combined sewer systems.

2. Develop criteria for managers, planners, and designers
to use in the consideration and development of centralized
automation and control systems for the operation of
combined sewer systems.

3. Study the feasibility, both technical and social, of
automation and control systems for urban water facilities

with emphasis on combined sewer systems.
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Basi¢ objectives for Phase I1 were to:

1. Formulate a design strategy for the automation and
control of combined sewer systems.

2. Develop a model of a real-time automation and control
system (RTACS model).

3. Describe the requirements for computer and control
equipment for automation and control systems.

4. Describe nontechnical problems associated with the

implementation of automatic and control systems.

In Phase I1I the project objectives were focused into three

basic categories:

1. Development of control strategy for automated combined
sewer systems.

2. To interrelate computer and control equipment system
design with the control strategy adopted.

3. To identify and describe the socio-political and economic

factors to be considered in implementation.

This report mainly describes factors associated with the three
objectives above. It also attempts to interrelate results from Phase I
and IT as well.

A 2k ok ¥

This report was supported by OWRR grant number 14-31-0001-9028,
Title I1l, from funds provided by the United States Department of Interior
as authorized under the Water Resources Research Act of 1964, Public
Law 88-379, as amended.
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ABSTRACT

METROPOLITAN WATER INTELLIGENCE SYSTEMS

COMPLETION REPORT - PHASE III
Neil S. Grigg, John W. Labadie, Harry G. Wenzel

The results of the three Phases of the Colorado State University
project '"Metropolitan Water Intelligence Systems' (MWIS) are reported.
The special type of MWIS considered is the fully automated control
system for combined sewer systems. The report principally contains
technical data on the solution of the control strategy problem and on
optimization techniques for developing control logic, The socio-
political problems associated with implementing a MWIS are discussed
as well as the problems facing local decision makers who must comply
with shifting standards under heavy time, technological, financial and

political constraints.
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METROPOLITAN WATER INTELLIGENCE SYSTEMS

PHASE III

SUMMARY OF REPORT

National and local water quality problems are receiving prominent
attention in the press. The 1972 Water Pollution Control Act Amendments
have far reaching implications for urban water managers. The Act, and
related federal policy, gives them a mandate to move to clean up wet
and dry weather water pollution problems, a mandate which must be
followed by sufficient funds to do the job.

Water quality management is only one of many high priority national
problems, others being transportation, housing, education, social pro-
grams and other environmental problem areas. In all of these areas
public works investments must achieve high levels of cost-effectiveness
or they will simply fall short of public needs.

Controlled storage may be the most attractive alternative for the
solution of wet weather pollution problems. It can be used to optimize
the effectiveness of sewer transport-storage-treatment systems. A
great deal of research has been conducted on the different aspects of
this problem and engineers have many design and planning alternatives
available to them, but the key to optimizing effectiveness may be the
use of computer control utilizing field data collected in real-time.
This was the basis for the term Methopolitan Water Intelliigence System
first coined by Murray McPherson, Director of the ASCE Urban Water Re-
sources Research Program.

This report presents information on an inmovation for wastewater

management systems. (For a comprehensive discussion of innovation in

Xvii



the urban water field, see [2]). Automatic control is being increasingly
adopted in industry and offers an opportunity--and a challenge--to urban
water managers for finding cost effective solutions to wastewater
management problems. Closing the automatic control loop on the first
large wastewater system may be an event first seen in the 1980's rather
than the 1970's, although individual components, such as treatment
plants, may reach closed loop control earlier.

One of the principal technical results of this study is the demon-
stration that the use of a control strategy which makes optimum use of
available system storage can result in significant improvement best
described in statistical and probabilistic terms. The method used to
demonstrate this is a combination of simulation and optimization tech-
niques described in Chapter IV and V. Although a subbasin within the
city is used as a vehicle for demonstration, it is clear that even
greater improvement in total city system performance can be expected
since advantage can be taken of spatial variations in the storm patterns.

Another important technical conclusion is a recognition of the
importance of storm prediction in the achievement of optimum system
performance., The approaches used in this study for generating control
strategies all assume that the storm pattern is known in advance. This
was a necessary and reasonable assumption at this stage of development.
System performance under any control strategy will be subject to a
certain level of uncertainty, however, and the major cause of uncer-
tainty is inadequate storm prediction capability. This points out the
need for eventual strategy evaluation in terms of this uncertainty and
from this, specific research needs in the area will result.
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The ASCE Urban Water Resources Research Program has documented
in several recent reports the large-scale but decomposable nature of
total city drainage problems. Typically, a city will have one to a
hundred catfchmenis, each tributary to an interceptor sewer or, in the
case of storm sewers, a receiving water body. The concept of separable
catchments suggests that computer control systems might be approached
in a hierarchical fashion, with control strategy being implemented at
the catchment level and that the drainage from catchments be scheduled
into a treatment plant by a master computer. This concept fits the
trend toward hierarchical control evident in industry. The control
approach presented in this report is thus based on hierarchical control,
meaning that a total city problem is viewed from the Large-scale stand-
point whereas the catchment or subbasin problem is viewed as a separate
problem. The focus of this report is on optimal control of total city
systems, to be achieved by linking together optimally controlled subbasins
into a master problem. The 4s{rategy for developing these levels of
control is described in detail. Chapter III describes the hierarchical

nature of the problem. The advantages include:

1. More efficient optimization, since the various Subbasin
Problems can be solved independently by use of techniques
particularly suited to them.

2. Considerable lessening in required core computer storage,
both on-line and off-line.

3. Flexibility in utilizing totally on-line optimal control,
or a mixture of off-line and on-line optimization.

4. Less complexity in software design through decomposition

into several simpler tasks.
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5. Implicit storage of a large number of simulated storm
events, through off-line solution for only a few represen- -
tative events.

6. Compatibility with hierarchical computer control.

This large-scale approach provides a framework for dealing with
the complex optimal control problem, but many obstacles remain before
implementation becomes a reality. The most important include: develop-
ment of rainfall-runoff and routing models that are adequate, and yet
compatible with optimization (i.e., they don't render the optimization
problems virtually unsolvable on-line); properly calibrated data, hardware
configuration design, and storm prediction.

There are a number of additional problems to be overcome before a
large-scale sewer system can be brought under computer control. Each
city's system represents a unique design case, both from the standpoint
of control facilifies design and control sfrategy design. The latter is
crucial to the selection of computer and control hardware and must be
regarded as the most important technical problem in the implementation
of a control system.

The concept of a control strategy for an urban sewer storage-
treatment system is similar to that which would be used to operate a
flood control reservoir, but differs in time scale and in complexity.

In order to program a control strategy for a reservoir, the control
objectives must be known and then, by an analysis of the reservoir in-
puts and responses, a control program can be developed. A reservoir
would appear to be a rather simple problem compared to typical urban
combined wastewater systems which are characterized by shorter response
times, more political sensitivity, water quality regulations and other

factors.



Because of the complexity of the problem, this report describes
three approaches: (a) simulation alone, (b) optimization in conjunc-
tion with simulation, and (c) direct application of optimization tech-
niques, The latter, however, is only described for a hypothetical case.
Chapter IV describes the development of a simulation model for a particu-
lar subbasin in the San Francisco system (Vicente Subbasin). A subbasin
was chosen because it is the basic unit of the system and its simulation
can provide valuable insight into the effects of various designs and
control strategies. This chapter shows how simulation can be used to
develop a control strategy and how the results of the strategy can be
displayed in terms of an upper-bound or zero overflow curve for storm
depth and duration which will cause overflows. This curve is then used
to develop probability relationships for performance variables which
can be used for system evaluation. In order to compare this approach
to that of continuous simulation a semi-continuous simulation program
was developed which used the same historical data to generate probability
relationships directly without using the overflow curves. These results
serve to demonstrate the improvement which can be obtained using control
at the subbasin level where spatially uniform rainfall is assumed.

The application of formal optimization techniques in conjunction
with simulation is demonstrated in Chapter V using Vicente Subbasin.
Results again indicate the significant improvement in system performance.
That is possible through use of control strategies. Though many of the
results were comparable, the use of optimization was found to have some
advantages over the approach of Chapter IV. Chapter V concludes with
discussion of a ffow profection technique that may open the way for
utilizing optimization in connection with complex, realistic models of

subbasin behavior.



Chapter VI deals with use of optimization techniques for the design of
a system of auxiliary storage reservoirs to control overflows. Vicente
Subbasin of San Francisco is again used as a case study, where the design
variables are numbers, locations, and sizing of the auxiliary reservoirs
utilized for detaining flows and therefore minimizing overflows, based
on a given 5-year design storm. To complete the study, many more repre-
sentative storms must be used before the optimal design can be deter-
mined. However, a general strategy for solving the optimal design
problem is developed which utilizes an efficient search algorithm over
the design variables.

Chapter VII discusses the importance of storm prediction in real-
time optimal control. It is pointed out that the actual level of per-
formance achieved is directly related to the accuracy of storm pre-
diction and that one of the steps necessary in developing optimal
control strategy is a determination of the sensitivity of the system to
uncertainty in storm prediction. A review of present analytical storm
simulation models is presented as well as a discussion of the nature
and potential value of weather radar as a predictive tool.

The approaches to design and control strategy discussed in Chapters
IV and V have assumed prior knowledge of the depth and duration of any
storm for which the system is to be designed or operated. Real-time
operation requires this knowledge, or at least some estimate of it.

This means that a control strategy developed without considering uncer-
tainty in storm parameters cannot be truly op&imaf., Although knowledge
of best possible system performance is useful, it is not self-sufficient
for purposes of design and evaluation. At some point in the development
of the system, a method of storm prediction must be incorporated in the
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control prediction model. Real-time optimal control requires that
estimates of interior and overall storm parameters be made. These
estimates may be updated as the storm progresses in time as actual data
become available, so that the uncertainty of these estimates should
decrease. The uncertainty, however, will never reach zero until the
particular event is over. Thus, the best level of performance obtained
is directly related to storm prediction capability.

Because of the difficulties in optimal control development pre-
sented by storm uncertainty, a logical approach is to assume zero
uncertainty in the initial stages of the process. Once a model or
procedure is developed to generate optimum strategy, a sensitivity
analysis can be performed in which the effect of various degrees of
storm uncertainty on system performance is evaluated. The specific
manner in which the uncertainty is specified may depend on the nature
of the strategy prediction model or method., Various depth-duration
probability distributions or specific errors in depth and/or duration
could be assumed and their effect on system performance observed. With
this information, a quantitative judgment can be made as to the degree
of importance and nature of the storm prediction model to be developed
for inclusion in the final control software package. This model should
be optimized in the sense that it should be designed for the specific
purpose of providing necessary input to the control model rather than
being the best general purpose storm prediction model.

It can be concluded that the entire question of storm prediction
for application to real-time urban wastewater system contrel is a topic
for much-needed research. As discussed in the previous section, it is
first necessary to determine the detail and accuracy required. When
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this is accomplished, the prediction method can be developed with these
requirements as objectives using perhaps the advantages of both the
analytical and experimental approach. The use of long-range radar data
as input to a mathematical prediction model with continuous update
capability could result in predictions with much lower uncertainty than
present methods. The use of weather radar as alternatives to urban
raingage networks should be seriously considered. Raingage networks have
a number of built-in disadvantages.

Although the report shows that an optimum control system will pro-
duce improved system performance, the question of cost-effectiveness
remains. How can we move to clean up wet weather discharges in a cost-
effective manner? The goals set by the 1972 Amendments to the Federal

Water Pollution Control Act are broad: [4]

1. To achieve wherever possible by July 1, 1983, water
that is clean enough for swimming and other recreational
uses, and clean enough for the protection and propagation
of fish, shellfish and wildlife,

2. and by 1985, to have no discharge of pollutants into the

nation's waters.

These goals are too broad for operational use in planning, designing
and operating pollution control facilities and, in fact, may require
more national commitment than is currently in evidence [5]. These
activities require more detailed specification of objectives. Since
the objectives established will determine the ultimate cost of a system,
this first step is the sdingfle modt important one in the systems analysis

process.,
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The attainment of the water quality goals in the 1972 Act will come
only at great cost. The goals are, however, the mefivafion for halting
combined sewer overflows. Congress has implicitly agreed that it is
desirable to control wet weather discharges. The next question is,
""What degree of control can we afford?'" 'What are the tradeoffs?" In
the general area of water pollution control the costs skyrocket as the
degree of control approaches 100%.

In the case of effluent from treatment plants, the degree of control
is relatively well-understood and easy to measure compared to combined
sewer overflows,

To attain 100% reduction in pollution may be prohibitively expen-
sive, There may be some econcmic opfimwn point for pollution control
investment, but the point we are currently at is described thus:

"Since it is difficult to quantify and attach dollar

price tags to benefits (from pollution control), it is usually

more practical to establish environmental quality goals or

standards by political means. Once such standards have been

set, the economic problem becomes one of achieving these ob-

jectives at minimum cost." [1]

Since the design of pollution control facilities proceeds on the
above basis, our measure of system woath is only present to the extent
that an alternative system satisfies the political goal statements.
Since the concept of system worth is basic to systems engineering and
cost-effectiveness analysis, there is an apparent dilemma in planning
for wastewater systems.

Cost-effectiveness analysis is still very much an art as applied
to wastewater plans, not withstanding the fact that considerable
quantitative analysis can be applied as part of a cost-effectiveness
study.
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A great deal of work needs to be done to relate storm and combined
sewer regulations to water quality goals. The stage has been set for
some careful demonstrations of cost-effective solutions to this problem.
Contrel systems offer a promising alternative for consideration.

During the process of formulating alternative solutions to con-
trolling combined sewer overflows, automation should be identified.
Political and social feasibility of the various alternatives should also
be considered because a project's worth is constrained by its political
feasibility or its chances of being adopted. If the chances are slim
for acceptance, then its A{ock with regard to other alternatives is
certainly lowered. Once an alternative solution is selected, it then
becomes a matter of successful implementation. Feasibility is an im-
portant consideration during the planning and implementation phases.
Constraints are important for management to recognize during these
phases because they can have a profound bearing on feasibility.

Five basic categories of constraints should be considered:

1, Technical
2. Political
3. Economic
4. Social

5. Environmental

Constraints are further categorized into 1) those that comstrain
adoption of control systems and 2) those that constrain or impede
continued successful operations of such systems. A number of social
constraints have been identified, some of which relate to the adoption
phase, some to the implementation phase and some to both phases.
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Automation is just one of the new technologies available to urban
water managers. How does an agency evaluate the vast array of new
technologies? If a promising new technology is identified, how is it
assimilated into an organization? Why do some agencies tend to use new
technology more rapidly than others? These and other similar questions
should be answered to provide insight as to how urban water agencies
can identify needs and put new technology to better use.

An urban water agency manager can obtain copies of the myriad of
reports summarizing various research efforts that may pertain to his
agency's operation., He in fact may never do this. It is very difficult
to determine what research project may be useful, if any.

A manager is continuously weighing time and effort versus possible
success. If it is difficult to detect a payoff, then the project is
not given much consideration. To be most effective, research needs
should be generated fxom the user (urban water agency) fo the researcher.
The user shéuld take the lead in identifying the research need and
should participate in the research effort. In this way, the research is
pertinent and the'user is involved, has a stake in the effort, and will
be more inclined to attempt a transfer of the newly developed technology.

It is helpful to keep computerized solutions in perspective. A
computer is incidental to operation of a system. A computer will not
solve the mysteries of a combined sewer system although it can be a
big help. A computer can receive, store, manipulate, calculate, and
evaluate much more rapidly than a human, but it can only be brought to
bear on an issue after the human has gained an understanding of the

problem and system.



Because automatic computer control systems will be a new innovation
for urban water systems, there are socio-political, economic, and tech-
nological problems to be solved for their implementation. Since auto-
mation has been a pervasive influence on American society during the
last two decades, there exists a vast array of literature concerning its
ramifications. Most of this literature is pertinent in some respects
to Metropolitan Water Intelligence Systems. With the rapid pace of
technological development in the computer industry there is a dramatic
trend toward total automatic control of industrial processes. This
trend is reflected in the interest in automation evident in the urban
water agencies.

Just as in the Apolle Program, successful implementation of this
technological venture requires careful advance planning, research, and
policy implementation. The rewards may be clean water at lower cost
and many spinoff contributions to the urban water field. The cost-
effectiveness, and the acceptability of the inherent risks associated
with automatic controlled wastewater systems, have not been extensively
documented. In fact, the control strategy necessary for implementation
of such systems has not been demonstrated yet. The contributions of
this research report are in these areas, principally toward the develop-
ment of appropriate control strategy. Unless it can be demonstrated
that such automatic control systems (call them MWIS) are technically
feasible, we might as well find other alternmatives.

Although this report is mostly technical, presenting information
on the development of combined sewer system control strategy at the
macro and micro urban scales, it also contributes criteria for planning
and designing the facilities of such systems. Much of this criteria

xxviii



was developed from interchanges with personnel from the San Francisco
Department of Public Works who are in the midst of implementing an
innovative new wastewater plan. Examples of planning and design infor-
mation available in the report are: information on cost-effectiveness
analysis of alternative systems; simulation and optimization procedures
for sizing, locating, and controlling detention facilities; and infor-
mation on planning for data collection and modeling programs.

The work reported on the development of control strategy may at
first glance appear futuristic or irrevelent to practitioners (especially
those beset by the day-to-day difficulties of meeting standards.
Information on control strategy must, however, be considered even in
the early stages of planning because it affects the options available
to the manager. The eventual capability to reach automatic control
will influence planning options and design criteria and must therefore
be considered from the beginning of a project.

From a user's standpoint, the prospect of implementing MWIS systems
is an intriguing one. In reviewing the draft of this report, a user
made the following comments :

"The prospect of computerized real time monitoring and control

of water resources systems is an exciting one and promises to

be a great tool for the use of agencies with responsibilities

in this area. The development of such a tool is still in its

infancy as is evidenced by the suggestions for further study

made in your report. However, the first major step has been

taken, that is, identification of the problem and outlining

of the course to be taken in the solution of the problem,

Recent developments in modeling can be incorporated into the

system in order to refine the accuracy of the system's pre-

dictions. These refinements can be made concurrently with

the installation of a small scale pilot system. Such a pilot

system, once installed and operational, can be evaluated exten-

sively in order to assess the worth and reliability of such

a system.
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Finally, the system is only as strong as its weakest link.
In the case of real time monitoring and control of water
resources systems in urban areas, this link is rainfall
prediction. A real time control system's utility is highly
sensitive to rainfall predictions. The use of probabilistic
rainfall prediction methods will, perhaps, result in im-
proved overall performance of the system, but such a system
can never reach its full potential until it includes an
accurate deterministic model of precipitation processes.

The usefulness of such a model would extend beyond water
resources management in many other areas. For these reasons,
it is believed that far greater emphasis should be placed on
the study of the physical processes which create precipi-
tation and on the development of deterministic models to be
used in precipitation prediction." [3]

The implementation of automated combined sewer systems represents
a challenge and an opportunity to urban water managers. On the one
hand, such systems promise to deliver high levels of performance for
the funds invested; on the other hand, questions of reliability, poli-
tical visibility, feasibility, technology, and social acceptance have
not been answered. The contribution of this report should be measured
in terms of its demonstration that mathematical modeling and pro-
gramming can be fruitfully applied to the combined sewer control problem.
If the concept of automated sewer control ultimately passes the above
feasibility tests, the control techniques described here will be

necessary for successful implementation.
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CHAPTER I

INTRODUCTION

The water pollution potential of combined sewer overflows and
stormwater runoff are by now well documented [5]. Solution strategies
for this problem are now converging to the point where water quality
levels are fixed as goals and stormwater management systems
are to be planned, designed and operated at minimum cost. In other
words, systems are to be designed for cosf-effectiveness in meeting
water quality goals [13]. While the above is not the final word to be
written on this subject, it does appear that one attractive solution
to the problem may be the use of automatic control systems which in
some cases may be the most cost-effective approach for adoption. In
a recent comprehensive assessment report of the problem it was

stated that

~« "Storage is perhaps the most cost effective method available
for reducing pollution resulting from overflows of combined
sewage and to improve management of urban runoff."

and

"System controls using in-line storage represent promising
alternatives in areas where conduits are large, deep, and
flat (i.e., backwater impoundments become feasible), and
interceptor capacity is high. Reported costs for storage
capacity gained in this manner range from 10 to 50 percent
of the cost of like off-line facilities. Because system
controls are directed toward maximum utilization of existing
facilities, they rank among the first of alternatives to be
considered.' [5]

As will be discussed later, in-line and auxiliary storage systems
may represent cost effective solutions. The case for automation of

storage control has been presented well by McPherson [9]. This report

is concerned with the development of automatic control capability for



combined sewer systems specifically. The needs for techniques to plan,
design and control these systems are related; therefore the development

of control capability has implications for the planning and design problems
as well. It is expected that the technology presented in the report will
be applicable to stormwater systems as well, with certain modifications,

For the purpose of this report, automatic control capability

means the capability to place a system under total (closed loop) computer
control. This is a level of automation beyond the level of operation in

existing urban water systems.

The development of automatic control for combined sewer systems
promises substantial increases in efficiency of operation for existing
and proposed combined sewer systems. With required levels of water
quality being established politically, the net result may be substantial

economies to urban water agencies,

A. BACKGROUND

An urban water automatic control system may be defined for the
purposes of this report as a real-time computer (control) system to
operate an urban water system or subsystem automatically, in real-time.
A real-time computer (control) system may be defined '"...as one which
controls an environment by receiving data, processing them, and taking
action or returning results sufficiently quickly to affect the functioning

of the environment at that time." [§]




The term, Metropolitan Water Intelligence SyAtem (MWIS) was coined
by the Director of the ASCE Urban Water Resources Research Program to
describe an urban water automatic control system. He described the

MWIS concept as

"*.., the hardening concept of multiservice automatic
operational control, wherein field intelligence on all aspects
of urban water might be acquired, including: precipitation;
stream stages and flow rates; water and wastewater treatment
Facilities; water demands and distribution system rates and
pressures; settings of regulating structures; quality parameters
for watercourses and impoundments, and within conveyance systems;
and the status of special facilities such as recreational ponds
and lakes. Possibilities exist for incorporating non-water related
service intelligence, including traffic and air poliution monitoring,
because these are affected by precipitation and the trend for their
control is towards a centralized operation, In its ultimate form,
the intelligence system would be in the computer centered closed-
loop mode. Using field intelligence as inputs, the computer decision
program would resolve best service-least operating cost options,
taking into account estimated reliability and risks, and would
actuate field regulating and control facilities to approach elected
option states. Feedback features would:-be such as to permit manual
supervisory intervention at any time.'" [9]

McPherson described in' detail the opportunities for implementing
MWIS in different applications. Another recent report contains additional
summaries of automation activities [11]. These reports,
although already three years old, constitute valuable Source material
for the study of urban water applications. It should also be mentioned
that the AWWA has a committee on automation of water distribution systems
and the ASCE Urban Water Resources Research Council has several members
active in this field.

The urban water system may be grouped into subsystems as follows:

URBAN WATER SUBSYSTEMS

Water Supply and Distribution
Sanitary Sewer and Wastewater Management

Urban Drainage and Flood Control



In order to focus on the opportunities for implementation of MWIS
technology in urban water subsystems, consider the operational objectives

of selected subsystems and elements.

Considering fhneatment plants, four types are now being constructed,
including conventional water treatment and sewage treatment plants, as
well as advanced wastewater treatment (AWT) plants and stormwater treat-
ment plants. The basic objective for the operation of a treatment
plant is to use the capacity at maxinum effectiveness. This implies
producing drinking water or plant effluent with a fixed level of quality
(measured by a number of parameters) in the quantities demanded, at
minimum cost. Treatment plants can be viewed as production processes
and, as such, all of the advances in industrial automation should be
applicable to them. They are subject, of course, to varying environ-
mental standards and to the difficulty that exact mathematical models
do not exist for most parts of the production process. Nevertheless,
the treatment plant represents a promising application for automation
techniques. In addition to McPherson [9 ], other useful references
for automation of treatment plants are APWA [2] and some of the
literature of the American Water Works Association such as the August,
1971 issue of their Journal, which was devoted to automation of water
utilities.

Considering waten distribution systems, customer service demands
must be met by providing the desired quantities of water to the points
of demand at given levels of pressure. The water must meet specified
quality standards and the time variation of demand must be met. This

problem is analagous to that of transporting goods to distribution points
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in the quantities' demanded; at least cost. There must be provision to
meet certain emergency fire demands and it would be desirable if the
intelligence system could detect problems such as system leaks. The
mathematical model of a water distribution system is probably the best
understood of all urban water subsystems and therefore may be the first
to reach full automatic control.

Urban Drainage Systems have heretofore not enjoyed the priority
afforded water supply and sewer systems. Even the hybrid combined sewexn
system has only recently become an issue of major concern. The present
operation of combined sewer systems was not the result of careful
planning, but evolved as a process of providing storm and wastewater
management at least cost. Now, faced with urbanization and environ-
mental pressures, the existing systems are not adequate to meet the
demands placed upon them. Stated as objectives, the demands on the

combined sewer system are:

1. To operate as a conventional sewerage System during
dry and wet weather.

2., In addition, to operate as an urban drainage system
during wet weather, providing a level of service
specified by local decisionmakers.

3. To deliver combined wastewater during wet weather to
treatment plant(s) at the schedule prescribed by
operational capacities and fo meef the regulatory
nequinements concerning Leaks and ovenglows from

the system.
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The emphasis given objective no. 3 reflects a national goal that
has emerged in about the past ten years and has become more urgent with
the passage of the 1972 water quality legislation.

In their implementation of the 1972 Act, the U. S. Environmental
Protection Agency (EPA) may well eventually allow no overflows from
existing combined systems. To meet this challenge, cities will be
forced to find least cost methods of design, of which automatic control
may well prove to be the most cost effective. The economics of this

question are expanded in a later section,

B. PLANNING, DESIGN AND CONTROL PROBLEMS IN PERSPECTIVE

The planning; design, construction and operational phases of projects
need to be distinguished from each other for a number of reasons. In
the technical development of a combined sewer automation project, these
phases are especially important because of the new fechnofogy which has
to be developed and because of the careful, step-by-step development
process required to collect data necessary for system control.

In this report, research results are presented which are concerned
with technical problems to be expected in planning, design or operation
of a system. It is important to distinguish carefully between these
phases when discussing these technical problems. An example of this
may be seen in a discussion of stormwater prediction models. The
ealternia for these models depend on the application, and consequently,
the phase in which a model is used. To illustrate the spectrum of
technical activities required for implementation, Figure I-1 has been
prepared.

Figure I-1 shows a coarse breakdown of technical activities which

support implementation of a control system. The real heart of the tech-
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nical capability development lies in the computer models which must be
developed and utilized at the different stages of implementation.
Detailed discussion of some of these models follows in the report and
a brief discussion to clarify some points follows here. For the
purposes of the discussion, consider that an automated control system
has been selected as the solution to the problem such that technical
developments will lead up to implementation of the system.

The ultimate operational system will be as shown on Figure I-2.
From this figure the different functional elements can be seen. They
will vary from system to system, of course. The blocks shown in the
computer control system are explained more fully in a later section.

For the purposes of this discussion, Figure I-2 demonstrates the basic
elements of concern in the pfannding, design and operational problems.

The planning and design problems are basically concerned with the combined
sewer system itself, with the selection, location, sizing and.timing of
the system elements. The operational problem is concerned with the
determination of a best or optimal strategy for controlling the

combined sewer system. The assumption is that optimal control will more
than pay its way, as compared to no control or suboptimal control. This
will be clearly demonstrated in a later section.

A number of predictions will be needed for the computer control
system shown in Figure I-2. The requirements for the models will vary
in the planning, design and operational phases, however. A list of the

types of models that will be needed is shown as follows:




COMPUTER CONTROL SYSTEM

Off-line Models
¥
Data il Prediction On-line
Management Models Control
System ré““ Algorithms
2
Manual
Interrupt
|
Telemetry
System
Real Time Control
Data Elements
Acquisition
System
|

COMBINED SEWER SYSTEM

Combined Sewer System

(May include treatment plants .

as well as collection, transmission,
storage and overflow facilities)

FIGURE I-2

FLOW DIAGRAM FOR COMBINED SEWER SYSTEM
IN AUTOMATIC CONTROL MODE
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MODELS NEEDED FOR IMPLEMENTATION OF
COMBINED SEWER CONTROL SYSTEM

1. Rainfall Prediction

2. Rainfall-Runoff

3. BSewer Routing

4. Runoff Quality

§. Treatment

6. Control Response

7. Optimization
These models may all be needed in 4ome foun during planning, design and
operation, but the time and space scales required of the models becomes
increasingly stringent as the project proceeds from planning to operation.
This is illustrated in Figure I-3. These distinctions between planning,
design and operational models should be kept in mind when discussing

the comparative merits of different models for different tasks.

C. SOME MAJOR U. S. CITIES CURRENTLY IMPLEMENTING COMBINED SEWER MWIS

A number of U. S. cities have urban water automation projects
underway. Some cities that currently are actively considering computer
control for their combined sewer systems are listed in Table I-1, along
with representative references. These cities are proceeding slowly
through the stages of automation and can offer substantial experience
and guidance for urban water managers interested in implementing such
systems. As a start into the literature, Table 1-1 gives representative

references.

D. APPLICATION OF RESEARCH TO THE SAN FRANCISCO COMBINED SEWER SYSTEM

The City and County of San Francisco, Department of Public Works,

is in the midst of implementing an innovative Master Plan which ulti-
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mately will solve both dry and wet weather water quality problems.
Because of the large scale ($500 - $1000 million) and complex nature
of the undertaking, implementation is proceeding only after thorough
study and testing of each concept has been completed. The basic
reference for the plan is [12].

A number of the concepts presented in this MWIS report are based on
needs perceived from this '"San Francisco Master Plan for Wastewater
Management'" (SFMPWWM) and have been tested on actual San Francisco
data. Personnel from San Francisco has contributed to the research
reported here. The elements of the Plan have been summarized several
times in other reports and will not be repeated here.

There are a number of reasons for basing the research reported
here on an actual case study such as the SFMPWWM. The principal ones
are as follows:

1. A wealth of real data and sophisticated analysis of
the system is available:

2. The San Francisco DPW has an innovative automatic
rainfall-runoff data collection facility in operation.

3. The San Francisco physical system breaks neatly into
total city or subbasin packages.

4. Environmental constraints on the Plan are extremely
stringent.

5. Public acceptance is an extremely critical factor
in San Francisco.

6. The developers of the Master Plan have thoroughly
thought out the details of planning, designing and

operating their conceived system and are able to
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react to suggestions and questions about control
strategy.

Because of these and other reasons, the San Francisco system has
been studied at two levels, the citywide system and the subbasin level,
the latter having been studied in greater detail because of the need
to master subbasin control as a prerequisite to citywide control.

E. OBJECTIVES AND SCOPE OF THE REPORT

This report presents technical and non-technical aspects of
implementing combined sewer control systems. Much technical material
has been omitted from the report, especially where it would dupli-
cate material available elsewhere, Also, separate technical reports
have been issued on a number of subjects at different phases of the
project.

This report does not constitute the final word on the subject,
rather it presents the current state-of-the-art of several facets of
automation. It is an extension of some of the technical points pre-
sented three years ago by McPherson [9 ]. The report should provide
engineers with technical depth for developing automatic control systems.
It should focus for public works managers the choices they have for
implementing control systems and illuminate some of the problems they
will face. The objective of the report is therefore to present infor-
mation of several aspects of this subject or in other words, to pro-
vide a state-of-the-art document of some important aspects of imple-

menting combined sewer control systems.
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The scope of the report includes coverage of technical, socio-
political, economic and technological aspects of the problem. Technical
aspects are stressed, in particular the difficult problem of developing
optimal control strategies for large scale and subbasin level sewer
systems. Each chapter is self-contained and represents in-depth
coverage of a particular subject area. The chapters are interrelated
to the extent that the different problem areas cannot be totally

separated.
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CHAPTER IT

ECONOMIC, SOCIO-POLITICAL AND TECHNOLOGICAL ISSUES

A. CLEAN WATER--A NATIONAL GOAL

The problem of combined sewer overflows and pollution from urban
stormwater has been described many times. Recently the report of the

National Water Commission presented it in this fashion,

"Storm Water Runoff: A second source of water pollution
attracting increasing attention is stormwater runoff from
urban areas. Urban land runoff is commonly collected in
strom sewers and discharged into waterways. Frequently,
stormwater inlets connect directly with sanitary sewers.
Where a combined storm and sanitary sewer system is used,
heavy storm runoffs result in temporarily overloading or
bypassing of local waste treatment plants so that raw or
partially treated sewage is discharged into watercourses.
Even where separate storm sewers are utilized, stormwater
poses a pollution threat. Accidental interconnections
with sanitary sewers are common, and recent studies have
revealed that the first §fush of stormwater often carries
a pollution load of some constituents greater than that
of raw sanitary sewage. It should be noted that the early
runoff from heavy rainfall on rural agricultural land and
even on wilderness areas also transfers a heavy pollution
load to watercourses. [19]

There have been several other definitive reports describing this
problem. Examples are the APWA Assessment Study of 1967 [1] and recent
overview reports [5,13],

The question arises concerning how we can move to clean up these
discharges in a cost-effective manner. What should we take as our goals
and objectives? The goals set by the 1972 Amendments to the Federal
Water Pollution Control Act are broad: [20]

1. To achieve wherever possibly by July 1, 1983, water
that is clean enough for swimming and other recreational

uses, and clean enough for the protection and propogation

17
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of fish, shellfish and wildlife,
2. and by 1985, to have no discharge of pollutants into

the nation's waters.

These goals are too broad for operational use in planning,
designing and operating pollution control facilities. These activities
require more detailed specification of objectives. Since the objectives
established will determine the ultimate cost of a system, this first
step is the S4ngle mest impontani one in the systems analysis process.

The current national discussion about the economic feasibility of
implementing the 1972 Amendments is well-founded. The projected national
costs to meet the requirements of the Act are staggering. Just as an
example, the National Water Commission Report cites costs of $120 billion
to clean up d%o/um flows by 1983 such that they meet 1965 water quality
‘standards or $248 billion to meet the best known technology criterion
by the same date. Obviously, expenditures of this magnitude simply
cannot be committed for this important, but not highest priority problem
(compared to national defense, human resources and other national
problem areas).

The attainment of the water quality goals in the 1972 Act will,
‘however, come only at great cost. This iS a well-known fact, of course,
and canmot easily be resolved. Two opposing questions are: "What quality
water do we want, and how much can we afford to pay?" Ostensibly, an
incremental increase in funds allocated to water pollution control takes
away an increment of investment in another crucial social area.

The metivation for halting combined sewer overflows comes from the

national water quality goals. We have implicitly agreed that it is
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desirable to control these overflows and the companion problem of
pollution from stormwater discharges. The next question is, ''What

degree of control can we afford?" 'What are the tradeoffs?" In the
general area of water pollution control the costs skyrocket as the degree
of control approaches 100%. From Figure II-1 this is evident. The

same relationship holds for combined sewer overflow.

Index of
Control Costs
100 100
50 99
40 38
30 35/
V4
) /
0

0 25 50 {3 100
Percent reduction of pollution

(Source: U. 8. Environmental Protection

Agency (1972). The Economics of Clean

Water, Vol. I. U. S, Government Printing

Office, Washington, D. C., p. 151.)
FIGURE II-1

TOTAL CONTROL COSTS AS A FUNCTION OF
EFFLUENT CONTROL LEVELS
In the case of effluent from treatment plants, the parameter

percent reduction of pollution is relatively well-understood compared

to the case of combined sewer overflows.
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We have found that to attain 100% reduction in pollution may be
prohibitively expensive. This is evident from Figure II-2. There
may be some economic opifimwn point for pollution control investment,
but respected economiSts have argued that we can have '"too much pollution
control." [7]

Furthermore, it is stated that

"Since it is difficult to quantify and attach dollar price

tags to benefits (from pollution control), it is usually

more practical to establish environmental quality goals

or standards by political means. Once such standards have

been set, the economic problem becomes one of achieving

these objectives at minimum cost.'" [7]

Since the design of poellution control facilities proceeds on the
above basis, our measure of system worth is only present to the extent
that an alternative system satisfies the political goal statements.

Since the concept of system woath is basic to systems engineering and

cost-effectiveness analysis, our dilemma is apparent. [4]

B. SOCIO-POLITICAL FACTORS FOR THE SOLUTION OF THE PROBLEM

In a systematic approach to problem solving, the first step should
be the identification of the problem. The problem to be solved is not
always easy to identify because it depends on the goals and objectives
of the local area or region as tempered by Federal and State regulations.
Regional goals and objectives vary widely from individual to individual,
group to group and local governmental entity to local governmental entity.
Decisions at this level are largely nontechnical in nature although much
of the input is technical. One such decision may be the level of control
of combined sewer overflows; should all overflows be treated to the

minimum level as prescribed by State and Federal regulations? Other
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decisions may be whether separated stormwater should be treated as
well as combined sewer overflows and the degree or level of treatment.

Probably the most important questions are concerned with how action
can be precipitated. What will cause decisionmakers to initiate and
complete the combined sewer problem solving process? Will it be early
action stimulated by individuals with foresight, or will the action be
in response to some crisis, such as unacceptable pathological pollution?

Whatever it is that precipitates decisions to proceed is usually
if not always a political decision. That part of the work that provides
the basis for a decision is often referred to as the policy development.
This is not to be confused with the initiation of the planning process
which occurs after the political decision to proceed has been made.

The relationship between technical decisionmaking and political
decisionmaking is not clearly understood. A great deal of research is
needed in this area., For the purpose of this report it will be sufficient
to make the reader aware of and be concerned that political decisions
are not made by technical people and technical decisions dictated by
the political system. The cases of failure of the program to be imple-
mented or eventual failure of the system once implemented are too
numerous to be ignored.

One the problem is identified and a commitment made to the solution,
then various alternative solutions to solving the problem can be developed
and evaluated. The motivation up to this point is to solve a problem;
so far it is the end that is important and not the means. The selection
of an alternative means to solving a problem in most instances will
involve political decisions although not to the same extent as problem

identification. The degree and level of political or nontechnical in-
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volvement in both problem identification and alternative selection will
depend (or at least it should) on the extent of the problem. If it is

a combined sewer overflow control problem involving or extending over
several political jurisdictions, then the involvement will be significant.
For example, in San Francisco the most important agencies are the San
Francisco Department of Public Works (local), Environmental Protection
Agency (Federal), California State Water Rsources Board (State); Regional
Water Quality Control Board (State), Association of Bay Area Governments
(regional planning), and Bay Area Sewerage Services Agnecy (regional).

During the process of formulating alternative solutions to controlling
combined sewer overflows, automated systems should be identified. It is
during this phase that cost and effectiveness of various alternatives
are developed. Political and social feasibility of the various alter-
natives should alsoc be considered because a project's worth is a
direct function of its political feasibility or its chances of being
adopted. If the chances are slim for acceptance, then its sfock with
regard to other alternatives is certainly lowered.

Once an alternative solution is selected, it then becomes a matter
of successful implementation, It is in the area of implementation of
automated control systems that the MWIS project has been principally
directed although some attention was given to the feasibility question
in Phase 1. Feasibility is a consideration during the processes of
formulation and evaluation of alternatives and the implementation phase.
Efforts were primarily directed toward the implementation phase and
particularly toward the identification of constraints. Constraints are

important for management to recognize because they can be addressed
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and considered prior to their emergence or occurrence. Also, if a

constraint is severe enough, it can have a profound bearing on feasibility.

B.1 Constraints to Consider

Five basic categories of constraints have been identified. They are:

1. Technical
2, Political
3. Economic
4. Social

5. Environmental

Constraints are further categorized into 1) those that constrain
adoption of control systems and 2) those that constrain or impede con-
tinued successful operations of such systems. Several social constraints

have been identified, some of which relate to the adoption phase, some

to the implementation phase and some to both phases. These constraints

are discussed below.

1. Where and how a manager can bring about desired affects.

A manager has to be careful how, where and when he tries
to affect the social system to achieve his goals. In
some cases the common sense approach may jeopardize his
case particularly since there is a tendency to treat
symptoms rather than causes. A related constraint is the
lack of points where a system can be effected with desired
results. Both of these related phenomena are presented

in "Counterintuitive Behavior of Social Systems,' by

J. W. Forrester presented in Technology Review, January

1971 [6]-
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Inability to measure and/or quantify benefits. Many

benefits of a given proposal cannot be measured in dollar
terms and as a result may not affect the decision. Also,
it is sometimes difficult to include some costs. The
inability to quantify benefits and costs can be countered
by careful enumeration of such cost and benefits. The
manager can £Lay them befoxre the policy-makers who can then
consider them to whatever extent they desire.

Lack of political sayvy. In some cases a manager may lack

the political and social skills required for implementation.
This constraint is hard to cope with because the manager is
reluctant to admit this failing or may not realize it until

it is too late.

Organizational effects. Computers and automation have

effects on an organization. The location of a computer
control center, for example, can have an effect on personnel
and should be carefully considered. Introduction of a
computer system means the introduction of a new group of
people. Managers must realize that introduction of a
computerized system is the introduction of a new human
process. Visibility within the organization is important.
Effectiveness and productivity will be constrained if only
one or a few people in high places have a comprehensive
understanding of system needs and potentials.

Communication constraints. Adequate communications is an

important element in any viable organization. Four factors

were identified as contributors to communication failures.
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The first involves the tendency that there is far more
contact between persons of simular status than between
vertical layers of an organization. Strong support should
be developed in high places to maximize the tendency for
hieh downward flow of information.

The second is related to the difference in skills
which tends to reduce the flow of communications. In
computer-based systems, there ig always the computer fLiype
and the operation expert that might in some cases find it
difficult to communicate.

The language barrier is the third communications con-
straints. Each profession has a 4creen o4 fexms that are

not always understood by persons outside the profession.

A conscious effort must be made by the manager to foster
communications between professions.

The fourth is attitudinal formations which are developed
over a lifetime and shift slewly. Attitudes need to be
identified and the potential effects defined.

Institutional constraints. If the problems are regional,

then the solutions need to be regional also. In many cases
a regional framework does not exist for coping with regional
problems. This can be a s{fopper and is difficult for any
one manager to handle. In any event, the manager must
understand the institutional process if he is to succeed.
Timing. Usually there is pressure to achieve results
quickly. This may sabotage ultimate productivity just as

moving too slowly can be a problem. The process should
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be such that there is an opportunity to test a control
system's effect and then modify it. It could take years
to fully understand a sewer system and then to modify a

control system to react to it.

Skill level. Computer-based control systems require a

high skill level. Management must insure that the skills
necessary to a successful operation are available. Certain
skills can often be combined in one or moré persons, but
such skills must be available at all times, must be of
high quality, and must not be in short supply.

Financial commitment. Inherent in any successful operation

is adequate financial support. Suffice it to say that

‘without it, the manager must operate on a dhoesfrdng or in

toa short a time frame, both of which adversely effect

successful implementation.

Personality Conflicts and Ego Factors. Organizational

objectives are very often forgotten or deliberately set
aside in situations of personality conflicts between
principals involved in decisionmaking roles. This is
understandable when it is recognized that it is strong drives
and often high ego factors to seek, obtain, and retain
management positions at all decisionmaking levels. To be
effective, personal motives such as recognition, remunera-
tion, adventure and personal security that differ from one
leader to the next must be orchestrated toward successful
program decisions. These considerations are too often left
to chance and the logic of what is good for all is good

for each part.
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Because computer application is a relatively innovative alternative
some constraints to its implementation may be unique or more profound
than for more fradifional solutions. Several constraints were enumerated
and discussed in this section which could be useful to implementers in
identifying potential problem areas.

The following by Murdick and Ross summarizes some of the major
causes of difficulties with implementation. Most of these difficulties

can be overcome by managerial involvement.

1. Computer rather than user orientation. This is reflected
in the use of computers to assist in clerical activities
rather than in managerial decision making. The orientation
of computers should be toward operational improvement
although the record-keeping function is not to be denied.

2. Improper definition of user requirements. System objectives
and information requirements should be clearly defined.

This is the step in which the manager-user must be actively
involved.

3. Organization of the systems function. Traditionally computer
operations are placed under the responsibility of the depart-
ment or division using the computer. As a company expands
its use of the computer the basic pattern is to place the
overall responsibility for computer applications near the
top and to involve operating management in increasing

the effectiveness of computer operations. Computer appli-
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cation to the combined sewer overflow problem have to date
been placed under the user agency and they have not pro-
gressed or changed to more centralized control. The
question is--should they?

4, Overlooking the human side of information systems. Some-
thing must be done to alleviate or overcome the human
fears and natural resistance to change. This can be
attempted with better communications regarding the
nature, purpose and impact of the computer. Gaining
acceptance is a function of top management.

5. Underestimating complexities and costs. The tendency is
to underestimate the cost and complexity of systems design

and implementation. [15]

It is helpful to Keep the computerized solution in perspective.
A computer is incidental to operation of a system. A computer will not
solve the mysteries of a combined sewer system although it can be a
big help. A computer can receive, store, manipulate, calculate and
evaluate much more rapidly than a human, but it can only be brought to
bear on an issue after the human has gained an understainding of the
problem and system. A computer is simply no use unless management
understands the problem and knows what it wants.

Emphasis in any computer application should be on how management
can affect the computer and not on how the computer can affect management.
Management should concentrate on how to solve problems and not on how

to find uses for a computer.
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B.2 Urban Water Agencies and Changing Technology

How does an agency evaluate the vast array of new technologies?

If a promising new technology is identified, how is it assimilated into
an organization? Why do some agencies tend to use new technology more
rapidly than others? These and other similar questions should be
answered to provide insight as to how urban water agencies can identify
needs and put new technology to better use,

An urban water agency manager can obtain copies of the myriad of
reports summarizing various research efforts that may pertain to his
agency's operation. He in fact never will do this. It is very diffi-
cult to determine what research project may be useful, if any.

A manager is continuocusly weighing time and effort versus possible
success. If it is difficult to detect a payoff then the project is not
given much consideration. To be most effective, research needs should
be generated f4om the user (urban water agency) {o the researcher. The
user should take the lead in identifying the research need and should
participate in the research effort. In this way, the research is
pertinent and the user is involved; has a stake in the effort, and will
be more inclined to attempt a transfer of the newly developed technology.

It is recommended that research be initiated to gain an insight
as to why some agencies are more apt than others to be interested in
new technologies. This would permit the identification of progressive
or potentially progressive agencies and promising new technologies could
be directed toward them. More importantly, it would permit the identi-
fication of those agencies where research needs could be identified and
possible user agency participation obtained. Once a technology is

successfully applied, other agencies will follow. A method is needed
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to identify those parameters which can be used to identify urban water

agencies most likely to utilize new technology.

B.3 Organizational and Behavioral Factors

The state-of-the-art study reported in reference [18] confirmed
the need for continuing investigation of the organizational and behavioral
factors related to the use of electronic data processing, The USAC
report stated

"...that a well-functioning EDP unit with small resources

and dedication can achieve as much or more than a poorly

functioning unit with large resources operating routinely.

It is clear, therefore, that the organization and manage-

ment of EDP operations in a municipality is critical to
successful use of the technology by the cities.' [18]

The report goes on to say that

"...where the environment is satisfactory the presence of

a computer clearly acts as a change agent., Equally important

are the organizational and procedural arrangements under

which an EDP resource base is operated. Some 20 organi-

zational and behavioral factors potentially relating to

successful EDP operations were identified in this study.

But continued investigation will be required to learn more

of the impact of each factor." [12]

The above stated need is loosely related to social modeling. The
organizational and behavioral factors are important elements of a social
model of any urban water agency. One can intuitively weigh the impacts,
as has been done in this report, but firm, hard data is practically non-
existent.

Research efforts to study the impacts of organizational and behavioral

factors should be undertaken and should use the USAC work as a starting
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point. Such research could be related to a social model such as the
one described in [9], eventually defining the critical elements of the
model and their relationship fo one another.

The USAC study identified the computer as an agent of organizational
and behavioral change in a city administration. The study suggests that
while promoting efficiency the computer at the same time would yield
more subtle, less traceable but more important consequences in the
balance of power, organizational restructuring, the delivery of services,
employee roles and the relative excellence of the planning processes.

In order that the range of benefits of computer applied technology can

be more clearly defined the above impacts need to be better defined.

C. COST-EFFECTIVENESS ANALYSIS

In order to perform a cost-effectiveness analysis on alternative
combined sewer systems, a standardized approach is needed. One example
of such an approach is as follows: [11]

1. Define the desired goals, objectives, missions, or
purposes that the systems are to meet or fulfill.

2. Identify the mission requirements essential for the
attainment of the desired goals.

3. Develop alternative system concepts for accomplishing
the missions.

4. Establish system evaluation criteria (measures) that
relate system capabilities to the mission requirements.

5. Select fixed-cost or fixed-effectiveness approach.

6. Determine capabilities of the alternative systems in
terms of evaluation criteria.

7. Generate systems-versus-criteria array.

8. Analyze merits of alternative systems.
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9. Perform sensitivity analysis.
10. Document the rational, assumptions, and analyses
underlying the previous nine steps.
It has been pointed out earlier that the goals and objectives
of a combined sewer control system are derived politically. They turn
out to be of the fixed effectiveness-type as described above, with cost-
effectiveness beinpg mostly an analysis leading to a minimum cost
solution. The question of trade-offs with fines, penalties, incentives,
etc. has not been yet extensively debated.
Not many actual broadly based examples of cost effectiveness
studies on combined sewer systems exist in the literature. Many
examples of localized engineering studies have used this appreach,

with varying degrees of sophistication.

C.1 An Example: The San Francisco Master Plan

A recent comprehensive example of a cost effectiveness analysis
applied to a combined sewer plan was presented by J. B, Gilbert and
Associates in their review of the San Francisco Master Plan [ 8 ].

The development of the Master Plan itself had been a good example of
systems engineering applied to the problem (See reference I-12).

In reviewing the Master Plan, Gilbert shows that the process

San Francisco went through was indeed based on politically-set standards

followed by a search for the minimum cost to meet the prescribed

effectiveness. To demonstrate the process of cost effectiveness analysis

used in this case, consider the following extracts from the Gilbert report:



33

Demonstration of political and regulatory basis for
establishment of control objective:

"In the c¢ase of San Francisco, the State Water
Resources Control Board and the Environmental
Protection Agency have placed the following condition
on approval of a grant for construction of waste
collection and treatment facilities:

'The Municipality shall by April 1, 1973, submit

a staged wet weather program whose aim shall be

to eliminate the discharge of untreated waste-

water to the aquatic environment...consideration
of Stage I improvements shall include a thorough
cost-effective evaluation of various alternative
plans taking into account pollutant removal
accomplishments, costs, impact on beneficial uses
of receiving waters, and environmental impacts.,

A sufficient number of alternative Stage |

improvement plans shall be compared and presented

to display -a broad range of investments...'"

"In addition, the following provision of the 1972
“Federal Water Pollution Control Act bases grant eligi-
bility for wastes containing sStofm waters on cost-
effectiveness analysis:
'...Treatment works' means any other method or
system for preventing, abating, reducing, storing,
treating, separating, or disposing of municipal
waste, including storm water runoff, or industrial
waste, including waste in combined storm water and
sanitary sewer systems. Any application for con-
struction grants which includes wholly or in part
such methods or systems shall...contain adequate
data and analysis demonstrating such proposal to
be, over the life of such works, the most cost
efficient alternative-...'

A formal cost-effectiveness analysis provides
assurance to governmental agencies and the public that
funds are being invested in projects that will provide
the maximum benefit.

The San Francisco Master Plan was developed; in
part, in response to a requirement of the California
Regional Water Quality Control Board specifying that
the City must submit a plan to eliminate the bypassing
of untreated wastewater. This requirement raises

numerous questions related to project cost-effectiveness."
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Translation of goals into operational objectives

"Complete elimination of bypass from a system in
which flows are dependent upon rainfall is an unreal-
istic goal. Hydrologic events occur randomly and when
presented as a frequency distribution illustrate the
declining necessity and increased cost per benefit for
facilities designed to control rare events. In most
cases, the cost-effect ratio for controlling such
infrequent events is unfavorable. While elimination
of bypass may be impractical, elimination of deleterious
effects from bypasses is a goal which should be dili-
gently pursued. Unfortunately, the level of control
for degree of bypass reduction, at which deleterious
effects cease or become insignificant is not easily
defined. Definition of the desirable level of control
thus becomes the aim of the cost-effectiveness analysis."

Formulation of alternatives

""Numerous alternate approaches could be used to
control wastewaters from San Francisco. However,
many can be eliminated in cursory comparisons because
‘of inconsistencies with regulatory requirements or
obviously inferior cost-effect relationships. The
Master Plan Report eliminates several alternatives in
this manner.

Factors or restrictions leading to early elimina-
tion of several alternative facility configurations
include:

« Secondary treatment of dry weather flows required
by the Federal Water Pollution Control Act of
1972,

= Extremely high project costs.

« Extreme disruption of normal urban activity.

« Economics of scale favoring construction of a
small number of regional facilities over a large
number of local facilities.

- Operation and maintenance problems associated
with dispersed wet weather flow treatment
facilities,

* Land use and value restrictions.

» Better dispersion of pollutants by ocean dis-
charge as opposed to bay discharge,
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+ Spatial and temporal variation of rainfall on
San Francisco.

+ Pollution potential of urban stormwater runoff.
» Dense population of the San Francisco Peninsula.

The first alternative normally considered for all
combined systems in recent years has been sewer separa-
tion. This can be quickly eliminated because of
extremely high costs (in excess of $3 billion), exces-
sive disruption of nermal urban activity, and the water
quality problems that may result from separate storm-
water discharge in the highly urbanized San Francisco
area. After elimination of this option, alternate
means of controlling combined sewer flows can be con-
sidered. Although numerous facility combinations are
possible, some basic approaches are definable. Since
combined sewage contains large quantities of pollutants,
some treatment process is a basic requirement of all
options.

One approach is to install treatment devices at
each of the 41 bypass locations or at a smaller num-
ber of consolidated bypasses. This alternative has
been eliminated due to its high costs, severe opera-
tion and maintenance problems from the many treatment
plants, and the fact that bay discharge would continue.

Expanding existing facilities to handle wet
weather flows is unacceptable due to land use conflicts
at the North Point and Richmond-Sunset treatment plants,
inability to take full advantage of temporal and spatial
rainfall variation, and centinued bay discharge.

To eliminate bay discharge, some type of trans-
port system must be constructed. The need for such a
facility, the economy of scale, and spatial and tem-
poral variation of rainfall faver a single large treat-
ment facility for control of wet weather flows. How-
ever, the size and operational problems of a treatment
facility required to handle any significant storm
flow are prohibitive.

An alternate approach to treatment as a means of
control is storage. Sufficient storage to allow
utilization of the excess capacity of existing treat-
ment facilities would require space not available in
San Francisco without excessive disruption of normal
urban activity.

The obvious solution is some combination of
storage and treatment capacity. Central storage
receiving flow from the entire area would take best
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advantage of rainfall variation. However, drainage in

San Francisco is outward from the center, which reduces
the feasibility of this approach. To take full advan-

tage of capacity, storage should have the largest pos-

sible tributary area.

From this point, the Master Plan concept was
developed:

* One wet weather flow treatment plant located at
Lake Merced.

+ Shoreline storage basins for the fifteen major
drainage basins (upstream basins have bheen
utilized to reduce the inadequacy of sewers and
control flooding).

« A crosstown transport system.

Alterpative combinations and staging programs
for these basic facilities are the subject of the cost-
effectiveness analysis."

Measurement of effectiveness

"The first step in analyzing the effectiveness of
alternative combinations and staging programs is to
define methods of measuring and presenting project
effectiveness.

A definite relationship exists between water
quality control equipment or facilities, the level of
control attainable from operation of those facilities,
and the benefits resulting from the available level of
control. Facilities are precisely definable in all
respects. The level of control attainable with the
facilities generally can be determined in most respects.
Benefits accrued from construction and operation of
facilities or a given level of control are the most
difficult to precisely define.

In some cases a level of control may be a direct
benefit. Such is not normally true in water quality
projects. Control parameters such as removal effi-
ciency, effluent quality, and mass emission rates are
not direct measures of henefit. Attempts to relate
these parameters to benefits, that is, improvement or
protection of the receiving waters, have been impre-
cise at best.

For combined sewage and stormwater overflows,
control facilities perform the following functions:
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» Reduce untreated bypass
* Remove pollutants from waste stream

* Divert flows to more desirable discharge
locations

* Reduce street flooding

The degree of control is directly related to
facility design.

Control related parameters commonly used as
measures of project effectiveness for water quality
control are:

- Effluent bacteriological quality
* Mass emission rates
« Bypass frequency and quantity
+ Initial dilution of effluent with receiving water
» Location of discharge
+ Frequency of street flooding
Benefits which can be accrued from control are:

+ Reduction of health hazard to swimmers and
recreationists

+ Improved aesthetics of water bodies and
shoreline areas

« Protection of the aquatic environment

» Reduction of the numerous problems associated
with street flooding

The degree of benefit is related to level of
control, receiving water condition, public exposure
to wastes, public use of the waters, value of the
aquatic environment, and other factors.

Some benefit-related parameters which can be
used as a measure of project effectiveness for water
quality control are:

- Days per year aesthetics are impaired

» Miles of contaminated or polluted beaches
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+ Days per year water is safe for swimming
* Number of recreationists adversely affected

» Receiving water quality for physical and
chemical parameters

+ Diversity, number, and health of aquatic
species

The optimum cost-effectiveness comparison results
when effectiveness can be quantified. To obtain
sufficient data for comparison, control parameters
are normally used. Benefits are difficult to
quantify and frequently the data obtained are based
on qualitative observations.

Substantial information is available concerning
the degree of control from various hydraulic and
wastewater treatment facilities. The major difficulty
in applying benefit parameters as a measure of effec-
tiveness results from the predictive nature of cost-
effect analyses. Quantifying benefit parameters from
measured or observed data is difficult but numerically
defining the benefit resulting from various facility
configurations is much more complex.

In view of the differences in availability of
information, control parameters are used in this
analysis to quantify effectiveness while benefit
parameters will be used only as qualitative or general
indicators."

C.2 Another Example: The Chicago Underflow Plan [3]

Another recent, large-scale plan for solving poliution and flooding
problems in a large city with combined sewers is the Chicago undex§low
plan. This plan is also geared to meet politically set standards with
the cost-effectiveness study being limited to a search for the least cost
plan to meet the standards subject to a set of constraints.

The Underflow Plan is a composite of a number of alternatives
developed through the years. It is designed to capture the runoff from
all but the most severe storms as recorded during the rainfall periods
of 1949-69 with ultimate land use assumed. By capturing the runoff as

described the prescribed objectives of the study are to be met.
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The cost for the plan is $1223 million (1972 costs) with other
pollution control costs needed estimated at $1430 million for a total
cost of $2653 million. If inflated at six percent over a ten-year
construction period, the ultimate cost is $3301 million.

In establishing objectives for the plan the evaluation team used
the following:

"The criteria established for the comparison of system
plans are as follows:

1. Prevention of backflow to Lake Michigan for all
storms of record.

2. Meet the applicable waterway standards established
by the State Pollution Control Board and the Metro-
politan Sanitary District of Greater Chicago.

The criterion of no backflow Lo the Lake derives from
two considerations, as follows:

a. Tt is the announced policy of the Metropolitan San-
itary District and the City of Chicago to strive for
the elimination of all discharges of wastewater to
the Lake, so as to protect the public water supply,
maintain the Lake as a great natural resource and
guarantee its continued use as an economic and
recreational asset to the Metropolitan area and
all other areas adjoining it.

b. The water quality standards for the discharge of
treated effluents into the Lake are more stringent
than those for the discharge of treated effluents
to restricted waters, therefore, backflow should
be eliminated, 50 as not to violate these standards.
The adoption of the no backflow criterion is consistent
with water quality standards and national goals for the pres-
ervation of the water quality in Lake Michigan." [3]
The measures of effectiveness adopted were based on cost, subject
to the constraint that the plan meet environmental acceptance standards.
The formulation of alternatives was rather complex because so many

alternatives had been proposed and because they met differing levels

of service stapdards. The evaluation team solved this problem by
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modifying the alternatives so that they all met substantially the same
levels of service.

The alternative selected, and the reasons for selection, are
described as follows:

"An interim report entitled Evaluation Report of Alternative

Systems was prepared by the Technical Advisory Committee covering

much of the preceding sections. After extensive review of that

report, the Flood Control Coordinating Committee unanimously
agreed on the following course of action:

'The final plan for Flood and Pollution Control in the

study area should be in the form of the Chicago Underflow

Plan (Alternatives G, H, J and S) with the Mod 3 level

of storage. These Alternatives are less costly and

would be more envivonmentally acceptable to the community

than any of the other plans presented. Detail studies

along the lines of these Alternatives should proceed

to develop the final plan layout.''" [3]

It has been conclusively demonstrated in the interim report that
the Mod 3 level of storage (54,000 acre-feet of reservoir storage)
should be adopted for the study area., Some of the reasons for this
conclusion are as follows:

"1. It will provide flood protection for the recurrence
of the heaviest storms of record without the need of
releasing flood waters to Lake Michigan,

2. It will capture the combined sewer overflows and provide
subsequent treatment of this water before discharging to
the waterways, for all but the largest storms of record.
Exhibit &, indicates that a reduction of 99.7 percent of
the BOD, which currently is discharged through the
existing combined sewer outlets, would be captured and
treated.

3. The Mod 3 system with ultimate land use would overflow a

substantial quantity of water only during a recurrence
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of the three storm periods, see bottom of Exhibit 8;
these three storms, October 1954, July 1957 and September
1961, are the heaviest ever recorded for their respective
durations. Because the first major portion of these
storms would be captured by the 54,000 acre-feet of
storage, overflows would be relatively clean and not
objectionable.

4. The prevalent dry weather dissolved oxygen (DQ); temperature
during the summer, and ammonia-nitrogen levels would not
be conducive to game fish life in the restricted water-
courses. Warm water fish and associated biota, however,
would not be greatly affected by the short dips in DO
during the infrequent overflow events. Consequently, fish
kill would not be a factor during the rare overflow
events with the Mod 3 level storage.

5. The Mod 3 level of reservoir storage is considerably
less costly than either the Mod 2 (125,000 AF of reservoir
storage) or the Mod 4 (24,000 AF of reservoir storage with
channel improvements). For example, as shown in Exhibit 12:
Alternative H, Mod 3 is $645 million less than H, Mod 2:
and $444 million less than H, Mod 4. Since all Alterna-
tives having the Mod 3 level of storage will provide about
the same degree of environmental benefits with regard to
improving waterway quality, it appears that those Alterna-
tives which cause the least disruption to the urban
community and provide for the minimum relocation of people,

as well as havipg the least cost, should be adopted.
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Exhibit 12, shows that the Chicago Undenflow Plan either in the
form of Alternatives G, H, J and S with the Mod 3 level of storage
ranges in cost from $912 million to $1,002 million (Present Worth) and
$85 million to $90 million equivalent annual cost. These Alternatives
are less costly than the others and would result in little disruption
to the urban community. Practically no relocation of people will be
required." [3]

This demonstrates that cost effectiveness analysis 1s still very
much an axt as applied to plans of this nature, not withstanding the
fact that considerable quantitative analysis can be applied as part of
a cost-effectiveness study.

A great deal of work needs to he done to relate storm and combined
sewer regulations to water gquality goals. The stage has been set for
some careful demonstrations of cost effective solutions to this problem.

Control systems offer a promising alternative for consideration.

D. COMPUTER AND CONTROL EQUIPMENT

In the earlier phases of the MWIS study, attention was directed to
the types of computer and control egquipment which might be adapted to
MWIS applications. References [9,16] reflect the results of these
investigations. Hardware questions really must be solved on a case-by-
case basis. There exists an abundant supply of guideldne type books
for implementing avtomation efforts and this type of information would
not be appropriate here. The valuable guidefines are contained in the
experience of process control engineers and a numbher of urban water
managers who have grappled with hardware questions.

Technolvadend ehange is a phenomena that cannot he ignored; it

apgers A trend towidrd inereased auromat ron of processes of 41l types,




including urban water systems. It also makes it difficult to specify

and select equipment in this dynamic industry. The manager interested

in implementing an MWIS must therefore exercise caution in selection of
vendors, consultants and operating staff. He should expect the hardware/
software implementation phase to be difficult, expensive and filled

with unknowns and he should be prepared to ask difficult questions about
verification, reliability, redundancy and back-up, service requirements
and related items.

D.1 The Trend to Automation

Business and industry are exploding with examples of automatic
control and automated informatien processing. The technology is available
and new control applications are reported frequently. Some of the most
advanced applications may be closely held by industry and not appear
in the literature for years. 7

The literature abounds with descriptions of new computer applications.

A recent roundup article appeared in Business Week magazine [14] which

might be of interest to readers. Another description of trends in
business which portends trends in urban government is given below in

another quote from Business Week magazine [17]. This information

summarizes many of the technological trends that will accelerate the

pressure for implementation of MWIS.

"A 20th Century revolution in business operations, tele-
processing c¢ould be as important to foday's management as re-
placing the pony express with long distance telegraph. Today's
revolution stems from the marriage of computers and communica-
tions.

Teleprocessing provides the means for today's managers to
keep split-second control over their increasingly complex
national and international operations, indeed, the telepro-
cessing revolution represents a new way of doing business in
which...
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1. Computer power can be extended to the end of any
commupications line;

2. Data can be captured as it originates within an
organization;

3. Widely dispersed information can be quickly accessed;

4. Production can be more easily geared to match inventory
levels and incoming orders;

5. Customers get faster, more responsive service;

6, Management has better control over cash, resources
and people." [17]

"Today's supercomputers are designed with data communica-
tions and the management of large data bases in mind. And at
the other end of the EDP spectrum, the plunge in minicomputer
prices is boosting performance per dollar for computer networks
as a new breed of remote, minibased (nfelligent terminals moves
computing power out to the user.'...

"Top management--after years of encouragement and premature
promises from suppliers--is beginning to realize and acutally
accept the fact that a properly designed teleprocessing network
gives a company tremendous competitive advantages in terms of
better customer service and operating efficiency. To forward-
looking management, the on-line computer network means:

~--Better information flow...

--Cost savings...

--More scientific management"

There are trends in the Afaging of business information and
control systems which appear the same as we observe in MWIS applications:

"First, the company or organization keeps its scattered
computers, but reprograms existing batch applications for
operation in a communications mode, preparing for later
equipment concolidation...

Next, more computer power is moved into a central
location and small computers or even intelligent terminals
replace larger machines at other computer sites. More
terminals are added, and cost-saving applications--such as
inventory control--are put on the system. Concurrently,
an in-house timesharing system may be introduced to cut
spending on outside services.

In the third phase, the enormous data bases built up
during earlier phases finally begin to provide a foundation
for simulation and modeling techniques--tools for more
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knowledgeable decision making. In the network configuration,

intelligent gront-ends or controllers relieve the central

computer of some housekeeping tasks, and gradually the entire
business operation becomes dependent on the teleprocessing
network.

This transition takes time, often five years or more, but

is hard to stop once the commitment is made. Thus far, only

the airline industry is moving solidly into phase three networks.

However, many utility companies, several consumer goods sup-

pliers such as Gillette and Coca-Cola, cumputer giant IBM,

and a handful of consumer loan organizations are definitely

entering this sophisticated level of development. In other

industries..." [14]

In 1971, Poertner (I-4) surveyed a number of urban water utilities
to determine the stage of automation they were at. His results were
broken down into the following groups, by level of automation.

1. Data logging and analysis

2. Data processing and reduction

3. Conventional supervisory control

4. Automation of parts of systems

5. Computer control

Generally, his survey showed different units at different points of the
automation spectrum. This survey has not been updated for 1974 but
trends would suggest these developments as it were:

1. Much greater tnferesd in automation at the user level.

2. Large technologteal advances in the automation equipment
‘available from vendors,

3. Increased technological expextise in user organizations--
in particular, engineers from acrospace firms may be
finding their way Into wiater agencies.

4. Ceunfens of automation experts being formed in different

water agencies around individuals who have taken automa-

tion projects anden thedr wings.
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5. Increased consideration of automation projects because of
changing environmental standards.
6. A maturing of viewpoint ameng early advocates of automation
in water agencies, reflecting their operating experience.
The levels and stages of automation projects were previously
mentioned. Concerning this there appears to be a trend toward decen-
tralized control with minicomputers as well as toward staged adoption of
systems step-by-step. This latter viewpoint is expressed from the
vendor's viewpoint by the Honeywell Corporation. [10]

"Tt is far more bencficial to first identify and classify
distinct levels of control within a plant, to study these
levels in depth and then to develop cost-optimized standard
application packages using minicomputers dedicated to unit
and process operations.

We first identify the four distinct levels of control
within a plant. Dedicated packaged systems are then first
applied to the lower levels,

1. Individual loop centrel (analog or digital) for
control of operating VARIABLES such as temperature,
pressure, flow, etc.

2. Multiloop systems for control of specific PROCESSING
UNTTS that involve several related variables, i.e-,
distillation columns, compressor systems, reaction
systems, activated sludge process, electric arc
furnaces,

Systems to control PROCESSING OPERATIONS where several
related operations must be controlled to obtain
desired performance, i.e., ethylene plants, c¢rude
units, catalytic crackers, sewage treatment plants.
melt shops.

)

4. Plant-level systems which optimize over-all PLANT
OPERATIONS, i.e., a refinery linear programming
program that relates operation of the crude unit,
the cat cracker and the reformer to over-all plant
profitability." [10]
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Development of Hierarchical Computer Control Systems

The trend toward development of hierarchical computer control
systems answers the need for step-by-step rather than one-shot develop-
ment of control systems. With the cost of minicomputers falling
drastically, hardware is not a constraint on implementation of control
systems.

Urban water systems, being public facilities which must operate at
high levels of reliability, can afford to innovate, but not to the
extent that private industry can. We should therefore look to industry
for trends in computer control in order to anticipate techmiques which
can be adapted in utilities. Concerning the development in hierarchical
computer systems, some industrial trends are discussed below [14].

"Qut of this has come a new concept of the automated
factory called the hierarchical approach. This minis,
programmed for simple, single tasks, direct the machines
on the factory floor. And as they do, they feed information
on what they are doing to successively higher levels of com-
puters. These higher-level machines compile and analyze the
data they get and provide factory managers with the informa-
tion they need on output, costs, and so on. But if one of
the bigger machines fails, the factory does not shut down.
The minis go on about their work..."

"As minicomputer prices decline--and they have been
dropping about 20% a year since the 197(0s began--the small
machines can economically handle more and more of the tasks
on the factory floor,"...

"As they work, they generate a lot of information: How
many good or defective parts were made, how many parts were
used to make them, how much raw material was used, how mich
inventory is stored in the warehouse:. The information is the
key to the hierarchical factory computing system, for the
minicomputer can serve not just as a controller but as a
communications channel to and from higher-level supervisory
computers."

""Such a hierarchical system would come close to being
the long-discussed automated factory. Indeed, a growing number
of plant designers believe that this evolutionary, building-
block approach is the only feasible way to achieve total
plant automation.
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"As yet, no company has gone this far in linking together
its computerized operations."...

'""Most of those that are working on automation systems
are moving deliberately and cautiously.,. GE's plan calls
for a hierarchy starting at the top with the Appliance Group's
central business computer and working down through plant-level
computers to the minicomputers that run production, testing,
and storage.

"But GE is at least three years away from linking its
computer systems together.,'"

D.2 Equipment Needs for MWIS

Hardware needs for combined sewer MWIS can be classified into
generally two groups. The first group is associated with the physical
system, the sensors. and the control elements required. The second
group is associated with the computer center and the need to process
and to utilize information in order to develop the proper control
strategies, The latter group of hardware needs will be discussed in
this section. Hardware which is electro-mechanical in nature is
abundant in quantity and quality. Examples of these items are!
pumps, weirs, valves, sensors, telemetry, gages and other control
instrumentation. With some limitations, a device can be found to per-
form most data collection and control tasks needed by MWIS. Economic
constraints are significant, however. An example where this constraint
binds is the case of the sewer flowmeter which has been discussed
elsewhere.

Computer hardware requirements are dependent on the control strategy
adopted. The computer hardware limitations will strongly affect the
sophistication and level of detail of these models.

The control model is the most significant factor determining what
type of computer hardware will be required in the computer center. The

control techniques available range from rather simple rule curves to
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more sophisticated on-line optimization techniques. Needless to say,

the technique adopted will determine the computer storage and computation
time requirements, these being the basic characteristics which will
determine resulting computer costs. It appears at the present time

that control can be done with computers as small as those in the
minicomputer range, but with simple models, or control can be via the
largest computers now available. obviously not a cost-effective arrange-
ment. There must be some optimum point of computer size with a trade-off
in model accuracy. This i$ a crucial problem in any type of process
control .

Current ly adopted computers are those falling into the category of
thind genenaticn of process control computers. This includes machines
similar to the GE 4020, the CBC 1700, the IBM 1800, and the
SDS Sigma 2. [21] As examples, the Santa Clara Water and Flood Control
District uses an 1BM 1800, and the City of Seattle has an SDS Sigma 2.

The trend in industry to automation and the resultant need for
direct physical control hardware will develop technology that can be
transferred into the urban water industry. For example, transferahle
questions that have been asked in these applications address the
following concerns:

1. Control valve actuation
2. Tecdback control laws

Sampling

Ul
h

4. Input and owptput quantization
5. Type of digital computer
6. Interface equipmont requirements

7,  Operator communicat pon
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8. Computer utilization

9. Reliability

10. Economics

As another example, the requirements for computers used EDP applications
in process control are related to the requirements for urban water
applications. Note the following such reguirements: [2]

1. The highest reliability possible with the existing
state-of-the-art. Minimum.requirements: an avail-
ability of 99.95 percent of possible plant operating
time, or a maximum of 4 hr./yr. when the computer
system is unavailable for normal palnt service.

2. An ability to convert input analog signals from the
plant to an accuracy of at least 0.1 percent, i.e., to
at least one part in 1,024 (ten binary bits).

3. A computational accuracy of at least 0.1 percent or
one part in 1,024 (ten bits) throughout the computer
control system.

4. Provision for direct data interchange with an optimizing
or supervisory control computer to allow one to take
advantage of a computer optimization of plant operations
at minimum cost,

5. Provision for rapid and easy communication with plant
operating personnel through an associated operator's
console or panel.

6. Provision for a rapid, automatic switchover to some
Locked or manual standby method of plant control in the

event of a computer operating failure.




51

7. A maximum accessibility of components and ease of
trouble-shooting to minimize required maintenance time
in the event of a computer failure.

Other questions which are pertinent to both process control and
the MWIS are related to sampling frequencies and to stroking speeds
for control valves.

Economics plays an important part in the implementation of auto-
matic control and the process control industry has determined that the
sophisticated and advanced control algorithms which are necessary to
implement CDC, are the most expensive part of an automated system. This
difficutly must especially be overcome in urban water application be-
cause the number of such applications is many-fold and the financial
capabilities of water utilities do not rival their industrial partners

to this date.



10,

1L.

12,

15.

14.

52

CHAPTER IT

REFERENCES

American Public Works Association, '"Problems of Combined Sewer
Facilities and Overflows - 1967," Report for the USEPA, December,
1967. '

Bernard and Cashin in "DDC in Process Control - A Review," Pro-
ceedings of the ISA, 1969.

Chicago Floed Control Coordinating Committee, "Summary of Technical
Reports - Development of a Flood and Pollution Control Plan for the
Chicagoland Area,'" Aupust, 1972.

English, J. M., "Introduction," Cost Effectiveness, J. M. English,
(ed.), John Wiley and Sons, New York, 1968.

Field, R., "Management and Control of Combined Sewer Overflows -
Program Overview,' paper presented at 44th Annual Meeting of New
York WPCA, New York City, January, 1972.

Forrester, J. W., "Counterintuitive Behavior of Social Systems,"
Technology Review, January, 1971.

Freeman, A. M. III, R. H. Haveman, and A, V. Kneese, The Economics
of Environmental Policy, John Wiley and Sons, New York, 1973.

Gilbert, J. B, and Associates, and Metcalf and Eddy, Inc., '"'Evalu-
ation - San Francisco Wastewater Master Plan,' March, 1973.

Grigg, N. S., et.al., "Metropolitan Water Intelligence Systems,
Completion Report - Phase II," Colorado State University, Fort
Collins, Colorado, June, 1973.

Honeywell, Inc., "Computer Control Systems Capabilities,'" Minneapolis,
1972.

Kazanowski, A. D., "A Standardized Approach to Cost-Effectiveness
Evaluations," Cost Effectiveness, J. M. English (ed.), John Wiley
and Sons, New York, 1968.

Kraemer, K. L., "Integrated Municipal Information Needs: The USAC
Approach,' Long Island University, Natick, Massachusetts, January, 1972.

Lager, J, A. and W. G. Smith, "Urban Stormwater Management and
Technology: An Assessment,'" Report for the USEPA, December, 1973.

"Minicomputers that Run the Factory,'" Business Week, December 8, 1973,




15,

16.

17

18.

19.

20.

21,

53

Murdick, R. G. and J, E. Ross, Information Systems for Modern
Management, Prentice-Hall, 1971.

Smith, 6. L., et.al., Metropolitan Water Intelligence Systems -
Completion Report, Phase 1, Colorado State University, Fort Collins,
Colorado, June, 1972.

"Teleprocessing,' A special advertising section of Business
Week, February 16, 1974.

University of Southern California, "Municipal Information Systems -
The State of the Art in 1970.

U. S. National Water Commission, Water Policies for the Future,
USGPO, Washington, D. C., 1973.

U. S. Congress, '"Federal Water Pollution Control Act Amendments
of 1972,'" Washington, D. C., 1972.

Williams, T. in "DDC in Process Control - A Review," Procéedings
of the ISA, 1969.



CHAPTER III

HIERARCHICAL CONTROL

A. INTRODUCTION

A.1 Optimal Automated Control

The focus in this Chapter is on presenting an overall strategy for
dealing with the automated control problem associated with the proposed
San Francisco Master Plan for Wastewater Management. It should be
emphasized, however, that the concepts developed here have general appli-
cability to other cities interested in utilizing the automated control
approach to wastewater management.

Development of automated control strategy for the proposed San
Francisco Master Plan is a complex, large-scale problem. Figure 1II-1
shows the large number of detention reservoirs associated with the
Master Plan, where the goal is to effectively utilize this storage
capacity in order to control overflows. The complexity of the control
problem is evident when considering that, potentially, each reservoir
has remotely controllable valves and, in many cases, pumps that must be
properly coordinated. This coordination is carried out in such a way
that storm flows can be detained in the reservoirs so that pollution-
causing overflows at the bypass points in Figure ITI-1 are minimized
for any given storm event, while satisfying capacity constraints associated
with the trunk sewers, interceptors, and the treatment plant. Opti-
mization methods, such as linear programming, provide a systematic means
of determining the besf way to operate and coordinate all of the control
elements.

In applying optimization techniques to the control problems, mathe-
matical models are utilized to simulate the behavior of the system.

55



pacific Ocean

56

Go\e_ I\
\6e° ‘ e
GO -
\ 2, »
ey "'*
i >
2 ”= 9
g 35
-n
-
- ~ %
1 >
- - 9—-
. R
‘; o
1 -. |= g
Bl A Y
/,
e U \ »
' o Tunoel et '
= Crossics i |
1\ /- S
- S
= Detention Reservoir N
Treatment Plant
-— Force Mains
— Trunk Sewers
= Main Intercepter Sewers
- Bypass Location or Overflow Point

0O 200011
| ==

FIGURE III-1

PROPOSED SAN FRANCISCO MASTER PLAN [3]




57

The basic components are (i) a model transforming rainfall into runoff,

(i1) models for routing flows through the sewer system and detention
reservoirs, and (ii1) models predicting temporal and spatial water
quality variations thrOUghout the combined sewer system. The emphasis

in this study has been primarily on (i) and (ii), where the goal is to
minimize total overflows without regard to their variability in polluting
effects. A mechanism has been established, however, for incorporating
(ii1) as these models become available. This is based on the use of
weighting factors associated with temporal and spatial quality varia-
tions in overflows and localized street flooding. For example, bypass
points with a history of overflows with high concentrations of pollutants
would be penalized more heavily than less polluting overflows at other
bypass points. Another example would be quality variance as a function
of time. Due to initial {lushing effects, overflows occurring early

in a storm would be given a higher weight. The objective then is to
minimize total weighfed overflows rather than just total overflows.

The control problem is further complicated by the fact that, for
real-time control, important aspects of the storm in progress must be
spatially and temporally predicted. What these aspects are will depend
to a large extent on the control strategy used. In general, accuracy of
control is only as good as the prediction accuracy. It should be
emphasized that little has been done in this kind of short-term storm
prediction. Chapter VII gives a comprehensive review of the current
state-of-the-art of storm modeling, with some insight into the importance

of accurate preédiction.
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A.2 Large-Scale Control Problem

Consider the following discrete-time formulation of the optimal
control problem:
Given: A predicted, historical, or synthetically generated
storm event, or series of events, defined spatially

and temporally.

Mininize: ? ? w1 (k)0 (k) (1)
iZ1 k=1 :
Subject to:
1. Dynamic and mass balance equations describing the
transport and storage of combined sewage throughout
the sewer system.
2. C(apacity constraints on detention storage, trunk sewer

and interceptor flow, and treatment plant input.

Bu: Proper operation of valves and pumps in the sewer system

at discrete-time intervals.

i

Where: 0" (k) the overflow occurring at bypass point i during some

discrete-time period k .

wi(k) = weighting factors
N = the total number of bypass points
M = the total number of discrete-time peria&s.

The optimal control problem is illustrated in Figure 111-2. The
input to the system is some given storm event which may either be a

predicted or tracked storm in real-time or a historical or synthetically
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generated event. If it is a predicted storm, the optimization is being
carried out on-Line or in real-time. Otherwise, for historical or syn-
thetic events, optimization if performed of4-£ine and results made
available in the form of rule curves for real-time control, The storm-
flow is then passed through a model that transforms rainfall to direct
‘runoff. The reader is referred to Chaptér IV for discussion of rainfall-
runoff modeling. A routing model is then used to transport flow through
‘the sewer system, also discussed in Chapter IV. A storage model based
on mass-balance equations is utilized to transform input hydrographs to
the reservoirs into optimally controlled output hydrographs. The
quantity of inflow to and outflow from the detention reservoirs is
controlled by remotely operated valves and, in some cases, pumps.

Considering that for the San Francisco Master Plan there are over
50 detention reservoirs, and the number of time intervals M could be
quite large, depending on storm duration and other factors, the total
number of state and control variables involved in the optimization
problem could easily number in the thousands. For example, a linear
programming formulation of this problem has 108 M variables and 78 M
constraints. Since this optimization problem must be solved a number of
times for any given storm event, it is clear that direct solution of the
problem is computationally infeasible for real-time optimal control.

In order to deal with this large-scale problem, a hierarchical
approach is utilized which attempts to decompose the large problem into
a hierarchy of various levels of control which are more amenable to
solution. Before discussing this framework, the distinction between

off-line and on-line optimization must be clearly established.
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B. OFF-LINE VS. ON-LINE OPTIMIZATION

Having formulated the large-scale optimal control problem in very
general terms, the question now arises as to whether optimization should
be off-line, on-line, or a combination of the two. As stated previously;
off-line optimization refers to optimization carried out independently
of the actual real-time control situation. Many optimizations are
performed for an assumed range of most probable storm events that could
occur, based on historical and synthetically generated events. The
resulting optimal strategies are then stored in the on-line computer system
for real-time control. As a current storm is sensed in the field; a
prediction of the rest of the storm is carried out. That particular
stored optimal control strategy, computed from an assumed storm closest
to the prediction of the actual storm in progress, is then retrieved
and applied to the field control elements. The process continues with
predictions updated as more data become available. This off-line
optimization format is illustrated in Figure II11-3,

On-line optimization means that the optimization is carried out in
real-time on the on-line control computer as a storm is progressing. This
approach is also illustrated in Figure ITI-3. It is difficult to general-
ize as to which method is preferable. There are strengths and
weaknesses associated with each. It can be said, however, that off-line
optimization is more amenable to use of realistic models of the sewer
system. The resulting complex optimization can be performed off-line.
without the tight constraints of time associated with on-line opti-
mization.

For on-line optimization, the computations must be completed within

the specified control time interval. If the optimization problem is
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too complex, or the optimization algorithm excessively time consuming,
or both, then solutions may not be reached within the time allotted.
Hence, simpler optimization problems, and therefore simpler sewer models
(e.g., linear transport models) as well as reliable and efficient
optimization algorithms, are a must for effective on-line optimization.
Since sewer model development is constrained in this way, there is
question as to the accuracy of the on-line optimization, due to its
dependence on the accuracy of the system models, Model simplicity is
usually related to its degree of nonlinearity. If linear or quasi-
linear models are adequate, totally on-line optimization is probably
viable. Otherwise, at least some off-line work may be necessary.

An advantage of the on-line approach is that optimizations are
performed on the basis of the current predicted storm event only.

For off-line work, optimizations must be carried out for a wide range
of possible events that could occur. The result may be a massive
computational burden.

The best approach may be a combination of off-line and on-line
optimization that takes advantage of the strengths of each method,
while diminishing the weaknesses. Based on the above discussion, the
following trade-offs can be listed:

1. Off-line vs. on-line optimization

2. Simplified vs. realistic mathematical system models.

3. Analysis of trade-offs in optimization codes according
to their sophistication, reliability, applicability,
and efficiency.

4. Simplified vs. complex storm prediction models.
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C. HIERARCHICAL FRAMEWORK FOR CONTROL

C.1 Decomposition of the Large-Scale Problem

Though the large-scale optimal control problem previously discussed
is impractical as it stands for use in real-time control, attempts can
be made to decompose it into smaller control problems coordinated through

a hierarchical control structure. For the San Francisco Master Plan,

this can be accomplished by dividing the city sewer system into tri-
butary areas referred to as subbasins. Figure 111-4 depicts the
boundaries of these subbasins for a portion of the Richmond-Sunset
area on the west side of the city. This area is isolated in order

to more effectively illustrate the use of the hierarchical approach.
The boundaries are defined such that all rainfall falling within them
is tributary to the trunk sewers contained in the subbasin.

The goal is to be able to develop optimal control strategies for
each of the subbasins independently, and recombine them together in
such a way as to achieve an overall optimum strategy. Thus, the com-
putationally infeasible large-scale problem is replaced by several
smaller problems which are more readily solvable.

The advantages of this kind of decomposition can be listed as
follows:

1. Greater conceptual grasp of the complex problem is
attainable through attempting to define its component
parts and their interconnections.

2. Since the control strategies for each of the subbasins
are developed independently, special structure of the

subbasin problems can be exploired.
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3. Application of optimization techniques to the control
problem is facilitated since it is generally more
efficient to replace a large optimization problem with
several smaller problems that are solved a number of
times. As stated previously, direct solution (without
decomposition) of this large-scale problem by mathematical

programming techniques would be computationally infeasible.

C.2 Multi-Level Control

In Figure I1I-5, the subbasins are schematized in order to accen-
tuate the nature of their interrelationship. Notice that the subbasins
are effectively independent, except for their parallel input to the
interceptor. The diagram represents Ri[k) as the storm input to
the rainfall-runoff, routing, and storage models associated with subbasin
i , during period k . The subbasins are assumed to be small enough to
allow assumptions of spatially lumped rainfall. Quantity Qi(kJ is
intercepted and Oi(k) passes to the receiving waters. For simplicity
in this illustration, no attenuation or lagging is assumed to take place
in the interceptor, so that a quantity ? Qi(k) passes to treatment

_ i=1
during period k . Interceptor routing can, however, be incorporated
in the general problem,

The total quantity of flow entering the treatment plant from all
sources during period k must not exceed QTmax . For illustrative

purposes, assume for the moment that a given storm has concentrated

on the Richmond-Sunset area, with little or no rainfall on other portions
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of the city. The constraints that bind the subbasins together are

therefore

i i~
Q" (k) 1—®Tmax (2)

I~

i=1

for: all: k=1, . ejM

There may be additional constraints on interceptor sewer capacity that
also couple the subproblems. These are less of a factor for the San
Francisco Master Plan since the interceptors have been designed such
that (2) is the major constraint.

Suppose that the above coupling constraints were temporarily relaxed.
Each subbasin would then be completely independent of the others, and
control strategies could be developed for each individually. The indi-
vidual subbasin objectives would simply be to minimize total weighted
overflows contributed by that particular subbasin. There would, however,
be no guarantee that the individual strategies would result in the above
constraint being satisfied. Suppose, however, that there was some
mechanism for influencing the individual strategies in such a way that
the coupling constraints and overall optimality conditions would eventually
be satisfied. In an iterative fashion then, influences would be effected
on each subbasin control strategy and the coupling constraints and opti-
mality conditions checked to see if they were satisfied. If not, the
process would be repeated several times until the constraints were satis-
fied. Since each of the subbasins continue to minimize their total
weighted overflows, subject to these additional influences, an overall
optimum would be attained when the binding constraints and optimality

conditions are eventually satisfied.
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This kind of iterative strategy is illustrated in Figure IIl-6 as
a hierarchical control structure. The first level of the hierarchy
represents the individual subbasin optimizations, which are influenced
by a second level Master Problem whose major purpose is to make sure
that the coupling constraints and overall optimality conditions are
eventually satisfied. In subsequent sections, this hierarchical structure
will be developed in greater detail for application to totally en-line
optimization and a combination off-line/on-line optimization. The reader
is referred to Lasdon [8], Wismer [10], and Mesarovie, et.al. [9] for
detailed discussion of the hierarchical approach. Applications of the
hierarchical approach to water resource systems can be found in [4], as

discussed by Haimes.

D, HIERARCHY FOR ON-LINE OPTIMIZATION

D.1 Development of Subbasin Problems

The following hierarchical methodology is best suited to a totally
on-line optimization framework, where all optimization is carried out
in real-time as a storm is actually progressing.
The large-scale optimization problem is repeated as follows:
4 M . .
minimize ) §  w' (k)O'(k) (3)
i=1 k=1
subject to:
Constraints associated with subbasin i only; based on
mass-balance equations associated with a given sewer
(4)

transport model and bounds on storage and trunk Sewer

capacities.,
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, k=1,....M (5)

0ot <@, kel §isks. 4 6)

‘where Q;ax is the fixed physical upper bound on the contribution from

subbasin i to flow in the interceptor, where it is assumed

1. There is no lag or attenuation of flows in the interceptor
sewer.

2. Constraints on interceptor capacity are not binding,
as compared to treatment plant capacity QTmax .

3. TInflows to the treatment plant from other sources (e.g.,
from the crosstown tunnel and the subbasin south of the
treatment plant) are negligible. Again, this is not a
necessary assumption, but is placed here to simplify

illustration of the hierarchical approach.

Again, on-line optimization is probably feasible only if the con-
straints (4) associated with each subbasin are linear or quasi-linear
(i.e., the sewer routing model is basically linear). If the constraints
are linear, Dantzig-Wolfe decomposition is applicable to this problem.
Application of this method would give a hierarchical structure slightly
different than that discussed previously. In particular, the goal of
the Master Problem would be to satisfy certain overall optimality con-
ditions, while the coupling constraints would remain satisfied through-
out the iterative process. The reader is referred to [8] and [1] for

detailed treatment of Dantzig-Wolfe decomposition.
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For the more general case, where there is some degree of nonlinearity
in the flow routing model, the following approach can be utilized. Let
1. & M i i
Vi(a) = } o (K0 (k) (7
k=1

represent the total weighted overflow from subbasin i , as a function
of a decision vector g} representing the control policy used. The
coupling constraints (5) can now be placed into the overall objective
function (3) by use of Lagrange multipliers. The Lagrangian function
is written as
Q') - Q

Tmax

4 L M 4
I v ¢ J A [ ¥
is1 k=1 =

L=
i=1
f Vi) + Bf z(k)qitk)'l ) ME) Qpmax
i=1 k=1 k=l
4 M
U R AL Y 4

Suppose that for some given A(k) , k=1,...,M , the Lagrangian
function is minimized. That is
minimize L (9)
subject to: constraints (4) and (6),
for i=1,...,4
Since L is separable into Li s 1=1,...,4 , then minimizing L
is equivalent to minimizing each Li , independently and adding the result
together minus the term Z§=]
*i

a , i=1,...,4 , result from these minimizations. Notice that con-

ka)QTmax:. Suppose that optimal solutions

straints (5) may not be satisfied since they have been removed from the

constraint set. Their being placed in the objective function with the
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nonnegative Lagrange multiplier is much like adding a penalty term to

the original objective function. The penalty increases as the constraints
are violated. If the correct values of A(k) are chosen, the original
problem may be indirectly solved. Suppose that for some given A*(k) "

it turns out that the following conditions are satisfied:

4
Tas ! i
SOBALELON L 121 QO (k) = Qe (Feasibility) (10)
> G - i | :
Condition 2: A (k) Z Q (k) - QTmax = 0 (complementary (11)
i=1 slackness)
foxr k=1,.. s3M

then the original problem has been solved, as proved by Lasdon [8].
.
Therefore, if given A (k) , the original large-scale problem can

be replaced with four independent problems associated with each subbasin i:

On-Line Subbasin Problem

minimize Li (12)

subject to: constraints (4) and (6), for subbasin 1 .

D.2 The Master Problem

The question is, do such &*(kJ always exist and, if so, how can
they be found? Lasdon [8] has shown that such A*(RJ always exist iz
the objective function and constraints are convex. It may be difficuit
to assure convexity of the problem, in which case it would not be known
a priori if such A*(k) exist. Even if they do not exist, however,
(10) and (11) may be satisfied within a tolerable error.

The goal of the Master Problem is to find }*fk) . Figure ITI-7

1llustrates the iterative procedure, where initial guesses for A(k) are
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sent to the subproblems, resulting in throughflows Qi(k) ‘based on the
individual optimal control strategies for each subbasin. These values

are then checked to see if Conditions 1 and 2 are satisfied. If they are,
the overall optimum has been found. If not, the Master Problem chooses

a new set of A(k) that will insure an improvement towards satisfying
Conditions 1 and 2. Detailed discussion on how A(k) is updated can

be found in Lasdon [8].

For the on-line framework, adjustments on the A(k) can be carried
out in real-time. Given the A(k) , each subbasin problem can perhaps be
solved simultaneously on a minicomputer allocated to each subbasin. A
central computer would process the results, and choose new values of A(k)
Since the large problem has been replaced by several smaller problems
with the potential of simultaneous solution, considerable savings in

computation time is achieved.

This methodology can easily be extended to more realistic situations
where constraints on interceptor capacity cannot be excluded, and
routing occurs in the interceptor. For the former, these additional
constraints are included in the Lagrangian function in the same way
that the treatment plant capacity constraints were. The result is more
Lagrange multipliers that must be adjusted by the Master Problem.

It should again be emphasized that through this hierarchical
structure, the subbasin control problems can be treated individually
and independently in real-time control, resulting in a significant com-

putational advantage.

.
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E. HLERARCHY FOR OFF-LINE OPTIMIZATION

E.1 Off-Line Subbasin Optimization

When simplified linear models are not adequate for describing the
dynamics of sewer flow in the subbasins, some off-line optimization may
be necessary. The results of these optimizations would then be placed
in auxiliary storage of the on-line computer (e.g., on drums or disks)
in the form of rule curves. The previous hierarchical approach would
not be computationally feasible, in this case, due to the wide range of
values that A(k) could take on, and the large number of A(k) that
would exist when additional binding or coupling constraints due to inter-
ceptor capacity limitations were considered. The subproblems would have
to be solved off-line for all combinations of a reasonable number of
values of the A(k) . An alternative approach is clearly needed, The
following discussion is based on the assumption that all subbasin
optimization is performed off-line. A more realistic approach is a
blending of off-line and on-line subbasin optimization, but that analysis
will be left for future reports.

Suppose that Qiax is now considered to be a contrel variable, and
allowed to take on discrete values between zero and its actual physical
value. It is now used to control throughflow from each subbasin. Suppose
also that L historical or synthetically generated storm events have
been identified as a reasonable range of events that could take place in
the future. Then, objective function (3) can be minimized, subject to
constraints (4) and (6) for various given levels of Q;ax and the given
L storm events, #£=1,...,L . The minimum total weighted overflow
resulting from these off-line Subbasin Problems can then be designated

s _ ; sy : - i
as O (QmaxlfJ , since it is a function of the given level Qmax and
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given storm event £ . These optimizations are carried out for each
subbasin 1i,i=1,...,4 , independently, and for all given levels of
Q;ax and storm events {=1,...,L . The results of these optimizations
must be stored in the auxiliary files of the on-line computer system

kg 1 )
for use in real-time control. Not only must O 1(Q;‘lax[ﬁ) be stored,

but also the optimal control strategy that gave -O*l(Qiax}ﬁj =

E.2 The On-Line Master Problem

With the off-line subbasin optimization stored on-line, the Master
Problem can be solved on-&ine. The Master Problem is basically an allo-
cation problem, where the resource to be optimally allocated is treatment
plant capacity Qrnax

The use of a time-invariant Q;ax is of course only ‘an approximation.
Allowing Q;ax to be timne-variant would require a myriad of subbasin

i

max Levels over time. In illustrating

optimizations for all possible Q
the Master Problem, assume that time-lag and routing in the interceptor

can be ignored, and that storm £ Hhas been predicted as the storm in progress.

Master Problem:

4 .
min _Zl 0 I(Q;ax[f,) (13)
1=

subject to:

I s

1 Q;ax :vQTmax (43

L
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0<Q . <Q .. il,....4 (15)

where 'Q;ax' is the actual physical value of Q;1x r

This problem is easily solvable on-line as a one-dimensional
dynamic programming problem, requiring little core storage and com-
puter time, Admittedly, these assumptions are not realistic for
most situations, particularly the neglecting of time-lag ir the sewer.
In these cases, some kind of routing model must be utilized for the
interceptor and incorporated into the optimization. Otherwise, treat-
ment plant capacity will not be effectively utilized. The Master
Problem should be solved on-line, however, so that complex routing
may not be possible if it results in complex optimization for which
finite, global convergence cannot be guaranteed for a limited quantity
of computer time and storage,

Even simple routing in the interceptor (e.g., using time-lag only)
can result in Master Problems which cannot be easily solved by dynamic
programming. Initial experience with subbasin optimization indicates
that O*i(Q;ax|£) can be closely approximated by a convex, piecewise-
linear curve. Since the constraints remain linear for simple routing,

linear programming can be used to solve the Master Problem on-line.

E.3 Storm Prediction and Feedback Control

An important advantage of this decomposition approach for use in
real-time control, if it is desired to mix off-line and on-line optimi-
zation, is the immense number of storm events which can be simulated
from a few representative events. SupposSe that the individual subbasin

problems are each solved off-line for each of the L given storm events.
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If the results of these L x N optimizations are stored in the on-line
control computer, then a total of LN events over the entire large
basin have been implicitly stored through all the possible subbasin input
combinations that could occur in the future.

The ultimate goal is to be able to successively update control
policies as a storm progresses. These changes in control policy would
primarily be due to modified storm predictions, based on accumulation
of sensor data from the current storm which are periodically fed back
into the model; hence, the term feedback control.

The approach taken here is deterministic, in that either a series
of optimizations are carried out totally off-line for several represen-
tative storm events, or on-line optimization proceeds for a predicted
storm, resulting in control policies based on the given simulated or
predicted events. Another possibility, of course, would be a
blending of these two approaches. At any point in real-time, the
remainder of the storm in progress is successively predicted, and
the control policy based on that storm cfosest to the storm predicted
in real-time is utilized. A realistic approach would be to consider
risk and uncertainty directly in the optimization problem. For example,
in the early phases of a storm, predictions will tend to be poor, since
information is sparse, Therefore, optimal control policies should
properly reflect the degree of uncertainty associated with storm pre-
diction. As the storm continues, and more information is collected, the
degree of uncertainty should decrease. This sfochastic approach will be
given increasing attention in future research, but the deterministic

approach will suffice here as a first step.
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If the Subbasin Problems are solved on-line, optimizations can be
carried out for whatever the current states of the subbasins (i.e.,
current levels in the detention reservoirs). Again, only simplified
routing can be used in this case, in order to insure convergence within
the limited amount of time between control opportunities. If it is de-
sired to use more realistic routing, off-line optimization seems the only
alternative, In this case, off-line optimizations would have to be
carried out for all possible discrete initial storage conditions at any
time k , for all k=1,...,M . With this information stored in the real-
tiﬁe control computer, optimal policies based on a predicted storm event
would be known for any state the system might be in at any time tk .

The difficulty with this approach is the enormous number of off-line
optimizations required. Suppose storage in the detention reservoirs of
a particular subbasin are discretized into 10 levels, and there are 5
reservoirs. Then at least 105 optimizations must be carried out,
corresponding to the possible combinations of reservoir levels that

could occur in real-time at any time tk O

Some kind of simplification is necessary if an off-line/on-line
approach is to be used. One approach is to solve the Subbasin Problems
off-line for zero storage initial conditions (i.e., all the detention
reservoirs are assumed to be empty at the beginning of a storm) at

s
initial time k=1 only, and store the optimal storage levels §_l

(k)

in the detention reservoirs and minimal wedghted overflows O*i(kJ

from subbasin i for k=1,...,M , and for all discrete levels of Q;ax
and storms #£=1,...,L . To gain some insight into the amount of storage

required, experience with the proposed San Francisco Master Plan for

Wastewater Management has indicated that the following valueS may
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be reasonable, as an example: 10 subbasins, 100 representative storm
events, 10 discrete time periods, 10 levels of Q;ax ; and an average
of five detention reservoirs per subbasin. For this example, a total
of about § x 105 words must be stored; well within current disk and drum

capacities.

For real-time control using off-line optimization, information is re-
trieved from auxiliary memory to core memory in the on-line computer as
storm predictions are successively updated. For the above example, only
6000 of the total 6 X 10S words would be needed in core at any time.
This strongly suggests the possibility of using minicomputers. Many
large industries are now considering the use of hieranchies of mini-
computers instead of one large computer to run plant processes, control
quality, and increase reliability [7]. If the large computer fails,
production suffers greatly. If a minicomputer shuts down, the other
minis can still carry on. In addition, software design is greatly
simplified through use of several minicomputers doing simpler tasks, rather
than one large computer trying to do it all.

Hierarchies of minicomputers and decomposition into subbasins
go hand in hand., Perhaps one minicomputer can be allocated to each
subbasin, with another minicomputer, or larger computer, tying them
together through solution of the Master Problem. These are only
suggestions, and the number of possible computer hardware configura-
tions is great. As always, the basic trade-off is control effective-
ness and reliability versus cost and complexity.

The authors suggest that it is perhaps best to start with something
simple. Use simple linear routing methods, so that some attempt at
on-line optimal control can be initiated as soon as possible. As ex-

perience is gained, more realistic modeling can be incorporated.
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Subbasins that can tolerate simple routing models can continue to be
optimized on-line, whereas off-line computational work can proceed for
those subbasins requiring more complex models.

Now, suppose that at time Kk , storm £ 1is predicted as the
storm in progress. The Master Problem is then solved using

S M "l
0 Q|0 = i P (k) (16)
yielding optimal Q;;x_’ i=l,...,N . This is only valid, however, if
the actual states of the subbasins §?(k) at time k can be brought
to optimal states §fi(k+lJ at time k+1 , for given -Q;;x . This
“off-line/on-line framework is illustrated in Figure IlT-8.

This simplification results in the following: Given that current
storm predictions have been carried out just prior to real-time ty
k < M , on-line subbasin optimization (as discussed in the previous section
assures optimal policies from time T to ty ., assuming that the
predictions are correct. Time period k is used to bring the subbasins
to the optimal states. It may not be desirable, however, to bring the
states of the subbasins to §fi(k+1) exactly, if this is possible only
at the expense of considerable overflow.

The critical factor in feedback control is the accuracy of the
storm prediction. Considerable research must be carried out in this
area, since optimafity of control becomes virtually meaningless without
accurate prediction. Again, prediction accuracy should increase as the
storm progresses and more information is collected.

All of the discussion on the hierarchical approach has been re-

lated to the restricted subbasin configuration of Figure III-4. It
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Subbasins that can tolerate simple routing models can continue to be
optimized on-line, whereas off-line computational work can proceed for
those subbasins requiring more complex models.

Now, suppose that at time k , storm £ 1is predicted as the

storm in progress. The Master Problem is then solved using

i3 M .
@ 1(Qtlr;ax|zj J Z i

(k) (16)
k'=k+1 '

yielding optimal Q;ix » i=l,...,N . This is only valid, however, if
the actual states of the subbasins §}(k) at time k can be brought
to optimal states §fi(k+l] at time k+#1 , for given Q;ix . This
“off-line/on-line framework is illustrated in Figure I1I-8.

This simplification results in the following: Given that current
storm predictions have been carried out just prior to real-time t
k < M , on-line subbasin optimization (as discussed in the previous section
assures optimal policies from time L, to ty, assuming that the
predictions are correct. Time period k is used to bring the subbasins
to the optimal states. It may not be desirable, however, to bring the
states of the subbasins to §fi(k+1) exactly, if this is possible only
at the expense of considerable overflow.

The critical factor in feedback control is the accuracy of the
storm prediction. Considerable research must be carried out in this
area, since oplimafity of control becomes virtually meaningless without
accurate prediction. Again, prediction accuracy should increase as the
storm progresses and more information is collected.

All of the discussion on the hierarchical approach has been re-

lated to the restricted subbasin configuration of Figure III-4. It
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can, of course, be extended to the entire system. Further discussion

is given in [6] and [7].

F. SUBBASIN CONTROL

A subbasin has been defined as a hydrologic unit associated with a
specified portion of the entire sewer system. This sewer subsystem can
be analyzed and treated as a semi-independent unit. The total system
can then be conceived in terms of a set of interconnected subsystems
whose independent performances can be combined to yield the overall
performance of the system.

With this approach in mind, it is clear from the previous discussion
that the control strategy for the system as a whole is a function of the
strategies for the individual subbasins. Thus, just as the total sewer
system is made up of a set of subbasins, the overall system strategy is
actually the net result of the integration of the control strategies for
each of the subbasins. Recognizing this, it is seen that the performance
of the subbasin, and therefore the control strategy used, is of funda-
mental importance to understanding and controlling the system as a whole.

Another reason for the importance of approaching the problem at
the subbasin level is the interaction between control and design. When
dealing with a basic unit of the system this interaction becomes clear.
If a subbasin is mathematically simulated so that the effects of a given
control strategy can be observed, its configuration must be known,

i.e., it must be designed. If the design is changed and the strategy
fixed the performance will of course change as it will with a fixed
design and variable strategy. Therefore, if system performance is the
criteria for evaluation, both design and strategy must be considered

as variables. This has been demonstrated by Crawford [2 ] in a study
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of the use of computer simulation to develop design criteria for urban
flow storage systems. One of his major conclusions is:

"The rule curve or release rule form the storage is of

major importance. If its water is released from the

storage within one hour of the time of rainfall, the storage

will reduce peak flows in small tributaries but will not

change peak flows in larger streams.'

One can define three basic approaches to developing subbasin control

strategy without the benefit of actual field experience.

1. Apply one's knowledge and experience in the area of
hydrology, hydraulics and water quality to deduce a
strategy.

2. Develop a simulation model and examine the performance
using various strategies as parameters.

3. Combine formal optimization techniques with a simulation
model or a more simplified model to directly give optimum
strategies for prescribed criteria or objective functions.

The first approach alone may be useful for only the simplest of systems
and therefore from a practical standpoint would be combined with the
other approaches. The second approach is the principal topic of dis-
cussion in Chapter IV of this report, whereas the third can be found

in Chapter V , and is more closely related to the discussion in

Section D of this chapter.
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CHAPTER II1 - NOTATION
total number of historical and synthetically generated
storm events for off-line optimization
Lagrangian function
total number of discrete time periods

quantity of overflow from subbasin 1 , during time
period k

quantity of overflow during period Kk from subbaszn i

under an optimal control policy, for given Qm and storm

= total weighted overflow from subbasin 1 during storm

n

event £ , for maximum outflow of Q;ax

flow contributed to interceptor from subbasin i during
period k

maximum treatment plant capacity

(i) physical upper bound on throughflow capacity from
subbasin i (ii) used as a control variable for off-line
optlmlzatlon, where Q;. varies from zero to Q
the actual upper bound

max

vector of optimal storage levels at the beginning of

period k in all detention reservoirs contained in subbasin
i , under an optimal control policy for a given Qi and
storm £ max

total overflow during a particular storm event from
subbasin 1 , based on a control policy ai decision vector

a control policy vector for subbasin i

Lagrange multiplier

weighting factor
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CHAPTER IV

STMULATION FOR DESIGN AND CONTROL

A. APPLICATIONS OF SIMULATION TO URBAN WATER PROBLEMS

Although simulation is not new, its application to urban Storm-
water has been limited for the most part to the last ten years, being
stimulated by increasing awareness of the importance of stormwater
and combined sewer problems. Some early use of simulation in this
area was done by sanitary engineers in analyzing the design aspect of
combined sewer overflows. [1,12,16,17] In these studies the input
model usually consisted of the rational formula to convert rainfall
to runoff with a direct translation of peak flo;s without consideraticn
of attenuation or lag. Frequency of overflow and overflow volumes
were obtained and the quality of overflows was also considered. The
conthof aspect was limited to a consideration of the effect of in-
creasing the capacity of the interceptors on overflows. A more recent
study by Chen and Saxton [4] employed a synthetic hydregraph to describe
the volume and duration of combined sewer overflows. The model was
used to demonstrate the effect of various intercepting capacities on
overflows. The utility of simulation was recognized in the authors'
discussion of practical applications:

"This (method) will guide engineers in determining the

optimum intercepting and wastewater treatment capacity

and the capacities of stormwater hoiding tanks or over-

flow treatment facilities for various degrees of overflow

reduction."

The use of simulation to develop control strategies is perhaps
the most recent application of this tool in the urban water area. The
Municipality of Metropolitan Seattle is a good example of this application.

89
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In a report describing the development of the Seattle storage regula-
tion system the value of a simulation model is pointed out [14].

"A thorough engineering analysis of the system along with

the flow calibration and weather analyses previously des-

cribed can lead to a period of trial testing and program

modification to develop refined rule curves for use in

actual control of the system during precipitation events."

Another application was performed in the development of the
Chicago flood and pollution control plan [7]. Both quality and quantity
models were used to evaluate various aspects of design alternatives.
Perhaps the most recent in-depth application of simulation to the
control problem was reported by Crawford [5]. In this study the
Hydrocomp Simulation Program was used to evaluate the effect on several
urban flow systems of detention reservoirs placed at various locations,
using various controlled outflow rates from the basins. This report
points out the importance of describing the performance of the system
in terms of the risk or probability of exceeding specified criteria
and furthermore that centinuous simulation will produce a reliable

estimate of this risk.

A.1 Existing Models

In recent years model building has become a popular activity. This
section is not intended to be an exhaustive review but merely to give
recognition to a few of the current urban wastewater design or manage-
ment models.,

The EPA Stomm Water Management Modef was introduced in 1971 [13].
It is a comprehensive deterministic model capable of generating runoff
hydrographs, and pollutographs for both dry and wet weather conditions.

Both ambient and auxiliary storage facilities can be included as well
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as a variety of wastewater treatment options. The model also can compute
capital and operation and maintenance costs so that cost effectiveness
curves can be developed.

The Hydrocomp Simulation Progham [9] is a general model applicable
to both urban and rural watersheds. The deterministic model uses pre-
cipitation as input and generates continuous outflow hydrographs. Water
quality parameters were not included in the original version but have
been added to the most recent versions. Antecedent conditions are
accounted for in determining runoff so that continuous simulation from
historical rainfall is possible and probability statements can be derived
from the output. The watershed can be broken up into a number of seg-
ments to reflect varying conditions and the model can be calibrated
using historical records.

The Battelle Uxban Wastewater Management Model [2] was developed
to simulate major sewer system components. It is a lumped deterministic
model which can be used for design as well as evaluation. The model
considers water quality and quantity, determines optimal allocation of
available storage and treatment capacities and generates optimal control
strategy.

The Hydrologic Engineering Center in cooperation with Water Re-
sources Engineers, Inc., has developed a deterministic urban model,
designed primarily for use in planning, called Stoxm [10]. The model
predicts the quantity and guality of urban runoff for the purpose of
selecting stormwater storage and treatment rates required to meet pre-
scribed standards:. It is designed to be used as a rough continuous

simulation model and therefore simplified relationships are employed.
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The Metropolitan Sanitary District of Greater Chicago has developed
a Flow Simulation System to simulate the hydrologic responses of water-
sheds in the Chicago area [11]. It is a distributed, deterministic
quantity model which can include channel and sewer systems as well as
ambient reservoirs. Peripheral programs have been developed to perform

economic analyses based on model input.

B. DEVELOPMENT OF A COMBINED SEWER SYSTEM SIMULATION MODEL

Although several of the models discussed in the previous section
could be adapted for use, they are somewhat lengthy. It was decided to
develop a relatively simple quantity model for the specific purpose of
developing control strategy. Although it is recognized that ultimately
the quality rather than quantity of overflows must be considered, the
two are highly correlated and it was judged that the advantages gained
from this simplification were justified in this initial approach.

During Phase I1 of the MWIS project, a combined sewer System simu-
lation model was developed and used to simulate that part of the
Vicente Subbasin which is tributary to flow gage 125 [8]. This
section presents a brief review of the components of this model and
discusses the model developed during Phase I1II, which simulates the
entire Vicente Subbasin. This subbasin was selected for analysis
because it was also being studied by the SFDPW and because data was
available in a reduced form. Also, it was believed that some operational
experience in this watershed was essential for the further development

of models.
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B.1 Model Components

There are three basic components in the simulation model: 1) rain-
fall-runoff, 2) utilization of the proposed detention reservoirs and
3) transport.

The racnfall-runoff process is modeled in subroutine BASIN. The
subroutine is based on the application of a 4dngle Linear neservoir model
which assumes that the volume of rainfall excess Ve(t) , stored in a
drainage basin at any time ¢t , is proportional to the flowrate out of

the basin Q(t) . This is described by the following equation:

Ve(t) = KQ(t) (1-a)

where K 1is a linear-reservoir routing constant having units of time.
For an instantaneous inflow the continuity equation for the reservoir is

Q) = -k L) (1-b)

Integration of Equation 1-b yields the instantaneous unit hydrograph

Vol e-t/K

Qt) = —S— (2-a)

where 'Ve(O) is the volume equivalent to one inch of rainfall excess
initially present over the entire drainage basin. Using the convolution

integral to expand Equation 2-a into a unit hydrograph of duration T

yields
V_(0)
Q) = —S— (1 - et 0<t<T (2-b)
V_(0)
Q(t) = 'E%E" o UK t <T (2-¢)
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The direct runoff hydrograph for a rainfall hyetograph containing M
periods of rainfall excess R (K) k=1,...,M (R, in inches) is then ob-
tained by multiplying the unit hydrograph ordinates by Re(k} and
summing using a common time scale.

Subroutine BASIN requires five input parameters: 1) the basin
drainage area A, 2) the runoff coefficient C, 3) the linear-reservoir
routing constant K, 4) the time interval for calculation of points on
the hydrograph At, and 5) the rainfall hyetograph R(k) k=1,...,M
(MAt is the total duration of the storm and R(k) is the rainfall
occurring between t=(k - 1)4t and t=kAt).

The output from subroutine BASIN is, of course, the basin hydro-
graph Q(k) for each time point t=kAt.

The value of C is the predicted ratio of storm runoff volume to
rainfall volume. The parameter K 1is a time constant which corresponds
roughly to the average travel time in the basin. The rainfall hyetograph
is either read indirectly or calculated by reading rainfall depth and
duration and assuming a uniform rainfall. The excess rainfall hyeto-
graph is calculated by multiplying each element of the rainfall hyeto-

graph C , or
R (K) = C R(K)

Utilization of the Preposed Detention Reservoins is modeled in
subroutine RETENTN. The control logic consists of specifying the maxi-
mum flowrate Qmax , to be allowed to proceed downstream of the detention
reservoir. If the flowrate Q immediately upstream of the reservoir

becomes greater than Qmax » Q-0 is diverted into storage and the
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new volume of water in storage is calculated. This procedure continues
until the reservoir is filled or the hydrograph falls below the controlled
release Qmax . When the inflow becomes less than Qmax 3 Qmax - Q is
withdrawn from storage until the reservoir is emptied. This situation

is illustrated in Figure IV-la. If the control limit is specified too

low it is possible to fill the reservoir before the hydrograph drops

below Qmax . When this occurs, the outflow hydrograph becomes equal

to the inflow hydrograph and the volume of outflow in excess of Qmax

is calculated. This situation is iliustrated in Figure 1V-1b.

The significance of the volume of outflow in excess of Qmax
depends on the control exercised and the location of the reservoir.

In the case of a shoreline reservoir this volume would represent overflow,
In an upstream reservoir, it would represent the volume of local flooding
which would occur if one continued to restrict the flow to Qmax' On

the other hand, if after filling the upstream reservoir the flow was

no longer restricted, local flooding would not necessarily occur. This

is the control implied in the simulation model since the outflow becomes
equal to the inflow after the reservoir is filled.

Input to subroutine RETENTN is: 1) an inflow hydrograph; 2) the
flow control limit Qmax ; 3) the initial volume of storage in the
reservoir and 4) the capacity of the reservoir. Output from the sub-
routine includes 1) the hydrograph downstream of the reservoir; 2) the
volume of water in the reservoir at each time point and 3) the flowrate

and volume of outflow in excess of Q (when and if the reservoir

max

becomes filled).
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The fransport component is modeled in subroutine REACH. The sub-
routine is based on the standard Muskingum routing method with a slight
modification suggested by Cunge [6].

The modified Muskingum equation used in the subroutine is the

following:
(3)
((k+1)at) 2 - B {(k+1)at- t) _B  H((k+D)ar) ((k+1)At-T)
+1 2+ B Q] 2+ 8 Q 2 + B QJ+1
where:

Q = flowrate

The subscripts j and j+1 refer to the upstream and down-
stream ends of the reach, respectively

The superscripts represent time

At = the chosen time interval

B = a weighting factor which must be between 0 and 2 so

that the coefficients-g : g and 5—%~E-will be non-negative

k = an index on time (k=0 at time t=0 and is incremented by

one for each successive downstream flowrate Q(k"'lj'ﬁ‘t s

which 1s calculated.

AX
(22 the travel time for a flood wave to pass through the
reach, where AX = the length of the reach and ¢ = the

celerity of the flood wave.

dQ
dA

flowing one-half full and 1 = AX/c is found. The value of B suggested

The celerity ¢ = is calculated assuming that the pipe is

by Cunge (i.e., B = rQ/SU{ﬁK]Zb » Where S = the slope of the reach

and b = the stream width) is also calculated,
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To begin the routing, values of Qj and Qj+1 for times t < 0
are assumed equal to Qj at time t=0. Equation 3 is then used to
calculate successive values of downstream flowrates.

The regquired input to subrouting REACH is 1) the hydrograph at
the upstream end of the reach and 2) the reach slope, length, diameter
and Manning roughness coefficient: The output from REACH is 1) the
hydrograph at the downstream end of the reach, and 2) the values of @
and T used.

Table IV-1 lists the input requirements and output from the various
model components. The next section will describe how these components

are assembled into a simulation model.

B.2 Simulation of a Drainage System

The drainage basin to modeled must now be approximated utilizing
the three components described in section B.1l. The user must decide
on the degree of aggregation desired in the simulation. The drainage
basin can be broken down into many subcatchments and connecting reaches,
or it can be highly aggregated into only a few subcatchments and reaches.
Obviously, a simulation composed of many small components more closely
approximates the actual drainage system. On the other hand, the computer
programming and execution time requirements are much less when the model
is highly aggregated. Other considerations include the degree of sophisti-
cation of the model components and the purpose for which the simulation
model is developed (e.g., planning studies, real-time storm prediction,

analysis of control strategies, etc.)




MODEL COMPONENT

Rainfall-Runoff
(Subroutine BASIN)

Detention Reservoir
(Subroutine RETENTN)

Transport
[(Subrouting REACH)

99

TABLE 1V-1

MODEL INPUT AND OUTPUT

InEut

Rainfall Hyetograph
Drainage Area

Runoff Coefficient C
Routing Constant K
Time Interval At

Inflow Hydrograph

Flow Control Limit .
Initial Reservoir Storgﬁe
Reservoir Capacity

Upstream Hydrograph
Slope S

Length AC
Diameter D
Manning n

Qutput

Drainage Basin Hydrograph

Outflow Hydrograph

Volume of Water in Storage
Flowrate in Excess of

Volume of Flow in Excess %fqmax

Downstream Hydrograph
Calculated Weighting Factor B8
Wave Travel Time 1

Volume
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B.3 Calibration of the Simulation Model

The performance of a prediction model is, of course, no better
than the user's estimate of required input parameters, In the transport
model described the values of the weighting factor § and the wave
travel time 1 are calculated internally, but these are still estimates
of average values for the reach. The rainfall-runoff model requires
the user to estimate the subcatchment runoff coefficient C and the
routing constant K . All of these values have a pronounced effect on
the predicted hydrographs, so the need for accurate estimates of these
values is obvious.

The usual means for obtaining these values is to study a basin
which has known rainfall data and corresponding runoff data. The system
parameters are then adjusted in an attempt to make the calculated output
agree with the observed values. One tool for this is the rainfall-

runoff parameter identification model explained in section B.5.

B.4 Modeling Water Quality

The simulation model in its present form will predict hydrographs
and volumes of overflows. In order to predict the pollution resulting
from these overflows it would be necessary to model quality as well as

quantity.

It is possible to incorporate the computation of runoff quality
into this model. A procedure similar to the one developed by Water
Resources Engineers, Inc. could be used [10]. The amount of various
pollutants on a watershed at the beginning of a storm would be cal-
culated based on factors such as the land use, the number of days
between street sweepings, the number of dry days since the last storm,

etc. This amount would be used to calculate the rate at which pollutants
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are washed off the watershed and into the storm drains., In this way,
potlutographs as well as hydrographs can be generated. These polluto-
graphs would be routed through the reaches. Aging of the pollutants
while in detention storage would also be calculated.

In this manner, the amount of various pollutants (such as BOD,

suspended solids, coliforms) overflowing into the receiving waters

could be predicted.

B.5 Rainfall-Runoff Parameter Identification Model

Modification and application of the hydrologic model developed
in Phase II of the MWIS project was continued during Phase 111. The
purpose of this model is to use known rainfall and corresponding runoff
measurements to determine opfimum values of the input parameters.

The steps followed in this procedure are as follows:

1. Determine the direct runoff hydrograph by subtracting
base flow from the observed hydrograph.
2. Calculate volume under the direct runoff hydrograph
and the volume of rainfall. Let C equal the volume
of direct runoff divided by the total volume of rainfall.
3, Multiply the rainfall hyetograph ordinates by C to
get excess rainfall. (This is a linear assumption for
the prediction of excess rainfall and it is admittedly
oversimplified).
4. Assume a value of the routing constant K and calculate
a hydrograph by one of the following methods:
a. Single linear reservoir
b. Linear reservoir-linear channel assuming a triangular

time-area histogram.
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¢. Linear reservoir-linear channel utilizing a specified
time-area histogram.

5. Determine the error between the calculated and observed
hydrographs. The error is calculated from a specified
function which will be termed the §{itting criteria,

6. Adjust K and recalculate the hydrograph until the value

of K which minimizes the f{{tfing crniteria is determined.

The computational procedures, and a flow diagram of the computer
algorithm were presented in the Phase II report. Some of the more

important features are reiterated below.

The Fitting Cniteria

No value of K will make the calculated and observed hydrographs
match exactly. Therefore, it is necessary to develop an expression for
the error between the two. Two fitting c¢riteria have been used in this

model. The first is the standard error which is expressed as follows:

"N
Standard Error =| [ (Qk —-fo' 12
k=1 0
N-=-1
where
E _ & th _. -
QD'_ the observed flowrate at the k=~ time point
Qﬁ = the calculated flowrate at the kth time point
N = the number of time points entered

The second expresses the error in terms of the peak flowrates and

the times to peak as follows:

Qoc =B 12 [tus = toa b2 22
rcor = | | 2P0 " Npc | © | fro ~ fec
%o tpo
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where
QPU = the peak flowrate of the observed hydrograph
QPC = the peak flowrate of the calculated hydrograph
tPO = the time to peak of the observed hydrograph
too = the time to peak of the calculated hydrograph

To begin the search for the value of K which minimizes the fitting
criteria, two estimates of K are tried. The first is the time difference
between the centroids of the excess precipitation hyetograph and the
observed runoff hydrograph. This is the theoretical value of K for
a single linear reservoir model. The second is the following regression

equation developed at Purdue University [15].

0.490

K(hrs) = 0.837% -1.683 pE-U.24 0.294 (4)

(1 + U) T

where

the drainage area of the basin (miz)

s

U = the ratio of impervious area to total area
PE = total precipitation excess (in)
T = duration of precipitation excess (hrs)

The hydrographs and their corresponding values of the fitting
criteria are calculated for these two values of K . The parameter K
is then changed incrementally, starting with the value yielding the
greater error and proceeding in the direction of the other value of K .
With each new value of K , the hydrograph and corresponding fitting
criteria are calculated. The iteration continues until the value of
the fitting criteria increases. The previous value of K is then said

to be the one which minimizes the fitting criteria.
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Input-Output Information

The required storm information is the rainfall hyetograph and the
excess precipitation hydrograph. The discrete time interval At is
chosen and the rainfall hyetograph is read in units of inches per time
interval. The excess rainfall hydrograph is found externally by con-
verting depth measurements to discharge via a stage-discharge curve
and subtracting the estimated base flow. The only drainage basin in-
formation required is its area, except when the basin fime-atea histogham
is to be prespecified in a linear reservoir-linear channel routing.

Output includes the optimum value of K , the K calculated by
the difference in hydrograph and hyetograph centroids and the value
found by the regression equation. A listing and plot of the observed
hydrograph and the calculated hydrographs using these three values of

K are also generated.

C. DESIGN OF SIMULATIGN STUDY

Any simulation study is characterized by repeated application of
the system model with an analysis of the output corresponding to certain
objectives. When the input to the model is stochastic in nature it is
logical to use a continuous simulation approach in which the performance
of the system is statistically analyzed over a long period of time.
This, however, requires a considerable length of input data which can
either be purely historical or synthetically generated using variability

parameters developed from the historical data.

C.1 An Alternative Approach to Continuous Simulation--Zero Overflow Curves

In the case of subbasin simulation for the purpose of developing

optimum control strategy, a somewhat different approach was used. This
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was prompted in part by the fact that only three years of rainfall data
from the raingage network were available for the Vicente subbasin. The
long term records were available on an hourly basis only. Since the
subbasin is sensitive to rainfall variations less than one hour in
duration, the use of hourly data may not provide a realistic picture
of performance. Therefore, an approach was developed in which a set
of uniform intensity storms of various depths and durations could be
used as input with various control strategies as parameters. Control
sinategy is defined here as a general operating rule for controlling
detention reservoir outflow. Variations within a specific strategy can
be described in terms of control parameters or contrnod Levels, The
initial objective was to establish on a rainfall depth-duration plot the
relationship between duration and the maximum rainfall depth which will
not cause a detention reservoir overflow, using control level within a
particular control strategy as a parameter. This line, which can be
termed the zero overflow line, is useful because its location as a
function of strategy gives a graphical picture of the relative benefit
or advantage gained or lost by various strategies. Furthermore, the best
‘simulated strategy can be defined as the one which yields a maximum zero
overflow depth for any duration. In general, the best control level
level within a strategy i5s not constant but a function of rainfall
duration. This conclusion emphasizes the importance of accurate rainfall
prediction if real-time contrel is to be used. The level of performance
actually attained is directly related to the ability to predict rainfall
depth and duration for the remainder of a storm, given the mass curve
up to the current time. The simulation studies described in this report

assume that the entire storm history is known, and thus are at least
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one step away from real-time control simulation. Nevertheless, this
effort is useful since it provides an understanding of the nature of
the performance of the system and a means by which improvement in per-
formance can be estimated,

More information can be gained by superimposing a set of depth-
duration-frequency curves for the subbasin. Figure IV-2 shows a
schematic plot as described above. The solid lines show the zero
overflow lines using the best control level for various simulated
control strategies. The dashed lines are the rainfall frequency curves.
If there is a rainfall frequency curve which is tangent to an overflow
curve at some point (duration), and below it for all other duration
then one could assign that frequency as a maximum overflow frequency'
for that strategy, regardless of rainfall duration. For example, in
Figure IV-2 one could say that the maximum frequency of overflow for
strategy C was one in 5 years on the average or a 20 percent proba-
bility of overflow in any year. However, if the shape of the overflow
curves is such that no point of tangency exists with the frequency
curves the maximum overflow frequency will be a function of rainfall
duration,

The development of zero overflow curves is essentially a trial
and error process. Sufficient storms of various depths and durations
must be processed through the model in order to bracket the curve.
Final determination as accomplished through linear interpolation of

overflow volume as a function of rainfall depth at a constant duration.

C.2 Application to Vicente Subbasin

As an example, zero overflow curves were developed for Vicente

Subbasin under design alternatives B and D (See Table 1V-2) for
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rainfall durations up to 4 hours. The simulated control strategy used

was to regulate the maximum outflow from the three upstream detention
reservoirs to various values, as described in section B.l. These were

specified for each upstream reservoir in terms of reference value

Q ='Ci(0.3 1n/hr)Ai (5)
where Ci = the runoff coefficient and Ai = the drainage area upstream
of reservoir i . The uniform rainfall intensity of 0.3 in/hr was chosen

since it was one of the values for the design capacity of the lines
discharging from a subbasin in the San Francisco Master Plan:. The
maximum outflow just downstream from any reservoir can then be expressed

-~

in terms of Q .

imax i (6)

where o 1is the same for all reservoirs. Therefore, the control level
is described simply by specifying the value of a . A schematic of the
entire process is shown in Figure I11-2. The reservoir outflow is

restricted to Q, until the reservoir is full or until the inflow

ax
falls below Qimax‘ When the reservoir is full the control is relaxed

and the total inflow is routed downstream until the inflow falls below

Q.

imax”
is empty. This drainage procedure is not realistic unless the reservoir

The outflow is then maintained at Qimax until the reservoir

is drained by pumping, which is not the case for planned upstream
reservoirs in Vicente. However, because of the rapid response time of
the sewer system, this was not regarded as important. For continuous
simulation, the reservoir drainage aspects of the model should be

revised. Mathematically the strategy can be described as
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Qout - Qin for Qin - Qmax g Smax
Qout - Qmax o Qin 3-Q'max J B max
S S (7
= : > Qo =
Qout Qin_ S Qin —-Qmax . max
Dot T Qaye HO% g SRS 3 S E B

where S = volume of storage in the reservoir, smax = the reservoir
capacity and Qin and QOUt are the discharges immediately upstream
and downstream respectively of a reservoir. Typical inflow-outflow
hydrographs for this strategy are shown in Figures IV-la and 1V-1b.

It should be emphasized that this is not the only general strategy

which could be investigated. Two other possibilities are:

1. Fill the reservoir to capacity during the initial part
of the storm.
2. Restrict the outflow to a4 specified percent of the inflow
for all inflows until the reservoir is filled.
Based on the results of the strategy tested, it does not appear that
strategy (1) above will yield a favorable system performance. Strategy

(2) is an interesting one which merits consideration, but perhaps would

require more elaborate sensing and control mechanisms to be implemented.
The procedure followed to develop an overflow curve for a given

control level (i.e., a specified value of o ) was as follows:

a. A set of uniform intensity rainfall depths were chosen
at a specified duration and the resulting overflows examined.
The objective is to identify that rainfall depth at which

one of the detention reservoirs just fills. This is done
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using a linear interpolation between a depth which does
not quite fill the reservoir and one which causes a small
overflow., The reservoir which fills first, which can be
termed the critical reservoir, may be the downstream one,
12-2, or one of the three upstream reservoirs, depending
oh the value of & and rainfall duration.

b. Step (a) was repeated for various durations from 1 minute
up to 4 hours.

¢. The overflow depth for each duration forms an overflow

curve as shown in Figure IV-2.

The most favorable simulated control level or value of o and

the corresponding zero overflow curve can be obtained as follows:

d. Repeat steps (a) and (b) for various values of a .

e. For a specified duration plot curves of overflow depth
vs. o for reservoir 12-2 and the upstream reservoir
which has the lowest overflow depth. The depth at which
these curves cross is the maximum depth which will not
cause any overflow in the system and the corresponding

value of a is the optimum.

f. Repeat step (e) for various durations.

g. The maximum overflow depth for each duration forms the
optimum overflow curve and the corresponding values of
a define the most favorable control level. In general,

these values of o are a function of rainfall duration.
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C.3 Continuous Simulation

The use of continuous simulation to develop control strategy or

design parameters involves the following steps:

a. Obtain a continuous record in time of precipitation
over the area. This could be in the form of precipi-
tation during successive time increments, The data
could be purely historical, purely synthetic or a
combination of these.

b. Define a general control strategy which can be inserted
in the simulation model in terms of specific control
parameters.

¢. For various values of the control parameters operate
the model using the input data obtained in step (a).

d. Analyze statistically the model performance for each
value of the control parameters.

e. By observing the change in model performance as a
function of change in control parameters estimate an

optimal control.

Continuous simulation has the advantage of incorporating all the

variability which is implicit in the historical or synthetic input.

D.  VICENTE SUBBASIN SIMULATION MODEL

The factors discussed in section B.2 were considered in developing
the simulation model for the Vicente Subbasin. The Muskingum routing
used in REACH and the single linear reservoir method used in BASIN are
simplistic models of the physical processes which they represent. There-

fore, a high degree of disaggregation is net justified. Furthermore,
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many combinations of storms, detention storage capacities and control
strategies were to be investigated and the cost of these computer runs
would be prohibitive on a highly disaggregated simulation.

It was desired, however, to explicitly consider the effects of
each of the five proposed detention reservoirs in the Vicente Subbasin
and to route the controlled flows from reservoirs 12-3, 12-4 and 12-5
into reservoir 12-2 (See Figure IV-4)., The resulting simulation
included nine subcatchments and twelve reaches. Figure IV-3 shows the
delineation of the nine subcatchments superimposed on a USGS topo-
graphic map of the area. Figure IV-4 shows the physical arrangement of
the five detention reservoirs, nine subcatchments and twelve reaches
while Table IV-2 gives the input values used. Figure IV-5 is a
schematic flow diagram of the simulation.

Note that overflow from detention reservoir 12-2 is not routed
further even though this flow would be carried through existing lines
which are tributary to detention reservoir 12-1. Although this situation
could be modeled rather easily, it was not believed necessary as overflow
from reservoir 12-2 would almost always contibute to additional overflow

from reservoir 12-1.

E. RESULTS OF VICENTE SIMULATION

E.1 Zero Overflow Curves

Zero overflow curves for Vicente Subbasin were developed for the
control strategy, using the procedure described in section C.2. The
maximum outflow from the downstream reservoir 12-2 was equivalent to
0.3 in/hr runoff which implies a value of a of 1,0 for this reservoir.

The results are shown in Figures IV-6 and IV-7 for design alternatives B
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TABLE 1V-2

INPUT FOR VICENTE SUBBASIN MODEL

REACH (1) DIAM (in.) SLOPE LENGTH (ft.)
1 78 0.016 1300
3 72 0.020 740
4 42 0.042 1600
5 42 0.039 3500
6 60 0.015 1700
7 63 0.007 2600
8 60 0.026 7100
9 48 0.038 1400

10 60 0.005 1600
11 42 0.024 2300
12 78 0.029 1230
13 63 0.006 240

Note: (1) Manning's n = 0.012 was assumed for each reach.

SUBCATCHMENT AREA (mi®) ASSUMED K (hrs) ASSUMED C
1 0.242 0.2 0.35
2 0.336 0.1 0.65
3 0.291 0.1 0.65
4 0.156 0.2 0.35
5 0.116 0.1 0.65
6 0.202 0.1 0.65
7 0.461 0.1 0.65
8 0.431 0.1 0 .65
9 0.347 0.1 0.65
DETENTION CAPACITY (ft°)
RESERVOIR  ALT. A  ALT. B ALT. C ALT. D
12-1 140,000 250,000 540,000 880,000
12-2 250,000 460,000 950,000 1,570,000
12-3 5 100,000 190,000 310,000
12-4 100,000 150,000 320,000 530,000

12-5 110,000 190,000 400,000 660,000
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and D respectively. In each figure, the ne control curve was the
result of increasing the control level to the capacity of the pipes
downstream of the detention reservoirs. The heference line is an
idealized zero overflow curve whose intercept at zero duration is the
total storage capacity of all five reservoirs in the subbasin converted
to inches of rainfall and whose slope is 0.3 in/hr. It therefore has

the equation

Yo 2eee—— a3t (8)

where Yo = the overflow depth, zsmax = the total storage volume,

C = the average runoff coefficient for the subbasin and A = the subbasin
area. The most {avorable conthol Level curve results from using the
control level & which produces the highest rainfall depth which will
not cause an overflow for each specific duration. Superimposed on these
curves is a set of depth-duration-frequency curves prepared by the
California Department of Water Resources [3] from the long term record

of the San Francisco Federal Office Building raingage.

First of all, the shape of the two curves. obtained from simulation
should be noted. As the duration increases the slope of each approaches
that of the reference line i.e., 0.3 in/hr. This implies that if the
design capacity of the lines were reduced to some lower value, the zero
overflow curves could be estimated by simply rotating the ones shown

about their intersection with the depth axis until their new slope at
high durations agreed with the new line capacity. At durations less
than one hour the curves show a definite upward trend, particularly for
the no control curves. This is because more of the storage capacity of

the upstream reservoirs is being utilized as the rainfall duration decreases
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The second important observation is the relative position of the
three curves. The no control curve is below the others becaUSe‘little
if any use is made of the upstream reservoir storage capacity at this
control level. This is because the discharge from the subcatchments up-
stream of these reservoirs is lower than their discharge line capacities
and so the flow is simply routed downstream to reservoir 12-2 without
reservoir storage attenuation. The most favorable control level curve
is the result of full utilization of the storage capacity of the smallest
(in terms of storage volume per unit upstream drainage area) upstream
reservoir as well as reservoir 12-2. Since all three upstream reservoirs
did not have exactly the same storage capacity per unit drainage area
the one with the smallest value was filled first. However, in all cases
the other two were usually 95 percent full as well. This use of up-
stream storage is the difference between the two curves. This is
shown graphically in Figures IV-6 and IV-7 by observing the
rainfall depth which is equivalent to the upstream storage capacity. As
the duration increases the two curves differ exactly by this amount,

These results confirm a conclusion which may be intuitive. That is
the most favorable control level of a strategy makes full use of all
reservoir storage capacity. Furthermore, for the particular control
strategy studied, the reservoir capacities should be in proportion to
their respective drainage areas. Otherwise, an improved curve would
result from allowing a to vary from reservoir to reservoir.

Since the most favorable control level curve is the result of the
use of various control levels, the manner in which the level must be set
must be speCified. The variation of a with rainfall duration to

produce this curve is shown in Fig. IV-8 for the two alternatives.
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These curves show that as the duration increases the control level
drops and approaches a value of 1.0. This indicates that for longer
duration storms, the dynamics of the system are less important and the
steady state characteristics more important in describing the performance.
Furthermore, since o approaches 1.0 this points out the utility of
using drainage area as a design parameter in determining pipe capacity.
Another important observation in connection with Fig. IV-8 is
that the accuracy in estimating rainfall duration is important in the
real-time control situation. Since a varies significantly for short
durations, errors in estimating these durations could result in signifi-
cant departures from the most favorable zero overflow curve. In fact
it would be possible by severely overestimating the duration, and
thereby choosing a low value of o , to cause overflows at depths neat
the no control curves of Figures IV-6 and IV-7. An underestimation of
duration could have the same effect as well. Therefore by allowing for
control flexibility in the real-time situation a price must be paid in
terms of a risk of choosing a control strategy or level which produces an
overflow which could have been avoided. An evaluation of this risk should
be done before implementing any control Strategy.

The rainfall depth-duration-frequency curves were included in

Figures 1V-6 and IV-7 so that maximum overflow frequency could be estimated.
For example for Alternative B The 2-year frequency curve is almost
tangent to the no contiof overflow curve at a duration of 1.2 hours.
Interpolation at this duration places the tangent frequency at 1.6 years.
This means that the max{muwn probability of overflow from any storm is
0.625 and the critical duration as 1.2 hours. The results are summarized

in Table IV-3.
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TABLE IV-3

OVERFLOW PROBABILITY

Most Favorable

No Control Strategy Control Strategy

Alter. B Alter:. D Alter: B Alter. D
Maximum overflow frequency 1.6 yrs. 18 yrs. 4.5 yrs. 1000 yrs.
Maximum overflow probability 0.625 0.056 0.222 0.001
Critical duration 12, hrs: 1.1 hrs. 1:6 hrs. 1.3 hrs.

The maximum overflow probability values provide simple means of
comparing the results of strategies as well as different design alter-
natives. For example the table shows that for Alternative B the maximum
probability of an overflow in any year using the most favorable control
level is one-third the value using the no control strategy. This demon-
strates that the use of proper control strategy can result in significant
improvement in system performance. For Alternative D the relative
improvement in maximum overflow probability is even greater. However,
it should be recognized that there is a high level of uncertainty
associated with the 1000-year frequency curve in Figure IV-7. On the
other hand, it is reasonable to conclude that Alternative D could provide
an extremely high level of protection against overflows, one which
closely approaches satisfying the no oveaglow goal of the Federal
Water Quality Act. One final observation is that the critical durations
are all from 1.0 - 1.5 hours, which again emphasizes the importance of

short-duration high-intensity storms in evaluating system performance.

E.2 Overflow Volume from Zero Overflow Curves

As described in section C.3 this approach can be used to generate

overflow volume-probability curves if overflow volume can be predicted.
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As: study was made using the model for alternative B in which the total

volume of overflow from reservoirs 12-2, 12-3, 12-4 and 12-5 was con-

verted to equivalent rainfall depth over the drainage area for these

reservoirs was compared to that computed from the difference between

the rainfall depth at a given duration and the zero overflow depth

for that duration. Figure IV-9 shows the result when using the most

favorable control level curve of Figure IV-6. In Figure IV-9 Y - YF

is the difference between rainfall depth Y and the corresponding depth

for the most favorable simulated control level overflow curve YF while

YOF is the total volume of overflow computed by the model from the four

reservoirs mentioned above converted to inches by dividing by their

drainage area. It is interesting to note that the relationship of

Figure 1V-9 could be used in the generation of the overflow volume-

probability curve using the most favorable control level control strategy.
This same procedure was followed using the ne control strategy

for purposes of comparison. The results are shown in Figure IV-10 where

the variables are the same as the previous figure except that YNC
represents the corresponding ordinate on the no control overflow curve

and Yop was computed from the model output using the no control strategy.
In this case the linear relationship still exists but the slope of the
line is a function of rainfall duration for durations below one hour.

This is not surprising since the control level a varied with duration

for Figure IV-9 while it was constant (approximately 3.5 for the upstream

reservoirs) for Figure IV-10.
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F. EXTENSION OF OVERFLOW CURVE METHOD TO OBTAIN OVERFLOW PROBABILITY

Although valuable information can be obtained from zero overflow
curves, additional system performance description is needed. Recog-
nizing that rainfall is a stochastic process, it is necessary to realize
that the goal of complete elimination of all overflows is an idealization
and is normally not practical for a real system such as San Francisco.
Therefore, it is necessary to describe performance in terms of the
probability of a given performance parameter being exceeded. Two para-
meters of interest are (i) average number of overflows in a given
period of time and (ii) the volume of overflow in that period.

This procedure requires an analysis of the historical data together
with the zero overflow curves. First consider the number of overflows
in a given period as the performance parameter of interest. The rainfall
data can be analyzed in terms of a depth-duration matrix. Any element
in the matrix nij consists of the number of storms with depth within
a specified interval o R A2+ Ay and duration within an interval
tj = N f-tj + At . These intervals should be small enough so that the
zero overflow curve can be approximated by a step function made up of

these intervals. The joint probability mass function (PMF) ordinates

are then given by

fr pOge%5) = — 1) (9)

The sum of all joint PMF ordinates above the zero overflow curve is

the probability of any stoam causing an overflow.

P[any storm causing overflow] = [ ) £, p0rgt) (10)
j=1 i=g(j) :
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where i = g(j) describes the relationship between i and j for
the step function describing the overflow curve.

By including in the depth-duration matrix those periods in which
no rain occurred, a joint PMF is generated whose sum above the zero
overflow curve is the probability of an overflew at any time. These dry
periods can be viewed as storms of zero depth and finite duration and
would appear as entries in the first row of the matrix. The expression
for the probability is the same as Equation 10, except for the inter-
pretation of the probability.

The distribution of the nunber of overflows in a given period can
be developed in two ways. Using the depth-duration matrix the average

number of overflows in M periods is given by

n

Il t~18

= Ioony D
"M jE1 i=g(i) ) (11)

This could be assumed to be the mean of an assumed distribution and
the PMF thereby identified. A Poisson distribution would be a reasonable
assumption in which case the probability of equalling or exceeding a

certain number of overflows n_ in any period is given by

n_-1 =
o T[I'Ie-n
BNzl =k= | = (12)
: n=o

An alternative to assuming a distribution is to develop one from the
historical data. This involves forming depth-duration matrices for
each of the M periods and computing the number of occurences Nm
above the zero overflow line for each period m , where m=1,2,..,,M .
A PMF fﬁfn) is then developed for the number of occurrences of a

particular value of N_ - The desired probability is then given by
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n -1
Q

PIN>n ] =1- ] £ (13)
n=0
In order to estimate the probability of exceeding a given overflow
volume using the zero overflow curve, a relationship between rainfall
depth and overflow volume is required. Such a relationship for the

Vicente subbasin is described in the next section. A general relation-

ship has the form
Vs gl = ¥ (14)

where V = the volume of overflow, y = the rainfall depth and p

= the zero overflow depth for some control strategy corresponding to

the duration of the rainfall. In terms of the depth-duration matrix

an overflow volume vij can be associated with each depth and duration,
where Vij = 0 for all points below the zero overflow curve. The

average overflow volume for any storm is then given by

~ 8

Vijnij
V = j:i'i=§jj} (15)

Il B~

ni.
i ]

1 j=1

where nys = the number of storms in the historical record with depth
and duration associated with i and j respectively. The average
overflow volume per overflow event would be given by Equation IV-15
with the lower limit on the summation in the denominator the same as
that for the numerator.

The PMF for overflow volume can be developed using the depth-
duration matrices developed for each period in the development of the

PMF for the number of overflows in a given period. However, in this
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case the assumption of a Poisson distribution is not warranted. For

each period m , the total overflow volume is computed as

N X Z V. .n, (lﬁi

j=1 d=g(g) MM

A PMF is then developed whose ordinates are given by

£v) = - an
where n, = the number of periods in which Vm lies within a
specified interval around v . Since overflow volume is a continuous
variable a probability density function could theoretically be approached
if M idincreased and the interval around v decreased. However, from
a practical viewpoint the PMF must be used. The probability of ex-
ceeding a given overflow volume in any period is then given by

v
0
PIV2v]=1-] £ (18)
' (o]

This approach has some advantages over continuous simulation and
some disadvantages as well. The production of a zero overflow curve
is very helpful in gaining an understanding of the performance of the
system to various control strategies. In addition, since a long rainfall
history is not processed through the model, less computer time may be
involved. A disadvantage is that a uniform temporal distribution of
rainfall was assumed as well as constant runoff coefficients in developing
the zero overflow curves and in the subsequent statistical analyses.
Since these assumptions are not actually satisfied there is some level
of uncertainty associated with the results. This can be viewed in terms

of an uncertainty associated with the zero overflow curve which in turn
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would be associated with the temporal variation of rainfall intensity.

An estimate of this could be gained by developing zero overflow curves
for various specified temporal rainfall patterns with fixed control
stragegy and observing the variations in the location of the curve.
Another disadvantage is that interaction between successive storms is

not considered. That is, it is assumed that the reservoirs are empty

at the beginning of each storm. The drainage time for the Vicente
reservoirs is estimated at less than one hour for Alternate A to approxi-
mately four hours for Alternative D, It is very unlikely that successive
large storms would be so closely spaced in time and so this problem is

not regarded as serious.

G, APPLICATION OF VICENTE ZERO OVERFLOW CURVES

In order to demonstrate the procedure described in Section F the
hourly precipitation data recorded by the gage on the Federal Office
Building in San Francisco from 1907 to 1972 were used. The two overflow
curves for Alternative B shown in Figure IV-6 were used to determine if
a storm caused overflow. The criterion used was that if the mass curve
for the storm fell above the overflow curve at any time that it was
assumed that the storm caused an overflow. The volume of overflow was
computed from Figures IV-9 and 10 where Y - Y . was taken as the maxi-
mum value which occurred throughout the storm. This latter procedure
was an attempt at accounting for the non-uniformity of the historical data.

The criteria for defining a storm is important. Unless continuous
simulation is employed, some criteria for storm identification is
necessary. In this case, a hydraulic analysis of the detention reser-
voirs in Vicente subbasin indicated that three hours would be sufficient
emptying time if there were no inflow during this period. Therefore,

the end of a storm was established if at least three successive hours
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of zero rainfall followed any hour of non-zero rainfall,

It was also observed that the historical record contained a sig-
nificant number of hourly values less than or equal to 0.05 in. The
effect of these data was to increase the duration of storms without
significantly increasing the total depth, thereby making the storms less
likely to exceed the zero overflow curve. Therefore, several criteria
for rainfall depth were imposed. The resulting number of storms de-

fined in the 66 years of record are summarized in Table IV-4.

Table IV-4

Number of Storms in Historical Record

Depth Criteria Description Number of Storﬁs]

A All hourly values used 5188
B Storms with total depth < 0.05 in. ignored 2995
C All hourly values < 0.05 in. ignored 2893
D All hourly values < 0.05 in. ignored prior

to beginning of storm but included
within the storm 2342

The significant observation from this table is the large reduction
in number of storms using criteria B, C, and D. This indicates that a
large number of small storms occur which do not potentially generate

overflows, since a storm of 0.05 in/hr falls within the capacity of the

proposed treatment plant and a one hour storm with a total depth of 0.05 in,
is within the storage capacity of the detention reservoirs.

In addition to the overflow curves of Figure IV-6, several other
estimated overflow curves were used to simulate other situations of
interest. Since the curvature for the curves of Figure IV-6 for dura-
tions_greatEr than one hour was insignificant, they and all others used

were approximated by straight lines. This would not be justified if
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the time increment on precipitation was less than one hour. A total of
seven curves was used. Their equations are summarized in Table IV-5

and their significance discussed below.

Table 1V-5

Zero Overflow Curves

Designation Equation
AAY Yop = 0.3T + 0.35%*
AA Yop = 0.3T + 0.22
BB* YOF = 0.1T * 0.43
BB YOF = 0,1T '+ 0.30
e Yop = 0.1T
Do Yop = 0.02T
EE Yop = O

** T = storm duration in hours
Yop = overflow depth in inches

Curves AA* and AA are the linearized versions of the curves of
Figure IV-6 using the most favorable and no control strategies, respec-
tively. Curves BB* and BB are estimates of the corresponding curves
assuming theé maximum flow from reservoir 12-2 (termed reservoir 4) into
the interceptor was limited to 0.1 in/hr rather than the 0.3 in/hr for
curves AA* and AA, i.e., &, = 1/3 . This is a much more realistic
estimate when considering the operation of Vicente Subbasin as a part

of the entire city, since the proposed treatment plant capacity is

0.1 in/hr. Curves CC , DD and EE are estimates for the case of zero
detention storage capacity and treatment capacity rates of 0.1, 0.2 and
0.0 in/hr respectively. These curves were included to demonstrate the
dramatic improvement caused by the presence of detention storage

capacity using even a no control operating strategy,
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Table TIV-6

Depth | Overflow Curve
Criteria [ AAY AR BB+ BB cC DD EE
A 0.05 0.06 0.91 1.88 10.12 45.70 78.61
B 0.05 0.06 0.91 1.88 10.12 41,77 45.38
= 0.09 0.15 1.88 3.45 21.94 43.83 43.83
c* 0.20 0.48 1.91 3.50 25.38 43.83 43.83
D 0,08 0.12 1.61 3.02 18.44 35.48 35.48
C* = Depth criterion C wused. Overflow occurred if precipitation

for any hour during a storm exceeded overflow curve for first

hour.

Tabie IV-7

Average Volume of Overflow per Year (in.)

Depth Overflow Curve
Criteria AA* AA BB* BB CcC DD EE
A 0.006 0.009 0.216 0.257 1.82 12.81 20.36
B 0.006 | 0.009 | 0.216 | 0.257 | 1.82 | 12.75 | 19.64
C 0.011 0.018 0.386 0.468 3.56 11.93 14.62
C* 0.022 0.042 0.393 0.475 3.69 11.93 14.62
D 0.011 0.016 0,356 0.420 3.07 12.61 L7 2%
Table IV-8
Average Volume of Overflow per Overflow (in.)
Depth Overflow Curve
Criteria AA* AA BB* BB CcC DD EE
A 0.130 0.142 0.237 0.137 0.180 0.280 0.259
B 0.130 0.142 0.237 0.137 0.180 0.305 0.433
c 0.123 | 0.118 | 0.205 | 0.135 | 0.162 | 0.272 | 0.334
C* 0.114 0.087 0.206 0.136 0.145 0.272 0.334
D 0.143% 0,128 0.222 0.139 0.167 0355 0.486
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The results of the procedure are summarized in Tables IV-6, 7, 8
and 9 in terms of average values. In addition, probability distributions

for number of overflows and volume of overflow per year were computed.

Table IV-9

Average Duration of Storms Causing Overflow (hrs.)

Depth Overflow Curves
Criteria AR* AR BB* BB cC DD EE
A 4.67 4.00 14,19 12.40 | 9.04 7.94 5.64
B 4.67 4.00 14.19 12.40 9.04 8.54 8.46
Cc* 4.30 3.72 §.13 6.86 3.88 3.10 3.10
c 5.68 6.89 8.07 6.85 4.09 3.10 3.10
D 8.50 7.00 13.67 11.17 8.04 7.20 7.20

Depth criteria C* was introduced to more realistically account

for a storm having a high hourly intensity in the latter portion of its
duration, representing a severe departure from the uniform case for which
the overflow curves were developed.

Table IV—ld is a summary of the most extreme results from Tables
IV-6, 7 and 8 so that comparisons can easily be made. The most dramatic
result is the improvement gained by the availability of detention stor-
age. However, of greater significance to this study is the improvement
gained by the use of the most favorable control strategy over the no
control strategy. These relative changes, which were determined using
‘the data in Table IV-10, ave shown in Table IV-11. This shows an 86 per-
cent reduction in both average number and volume of overflows per year
through the availability of Alternative B storage operated using a no
control strategy. Furthermore a significant add(fional improvement in

both variables, ranging from 17 to 58 percent, is obtained by using the
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most favorable control strategy. It should also be noted that the use
of the favorable control strategy produces an incheas¢ in the average
volume of overflow per overflow event over that for the no control
strategy, even though the overflow volume per year is reduced. In other
words; the favorable control strategy produced in this case larger
average overflow volumes per overflow event but this was more than offset

by the reduction in average number of oyverflows per year.

Table IV-10

Summary of Results Using Overflow Curves

Detention Most No Maximum OF Vol. of OF | Vol. of QOF [
Storage | Favorable | Control Interceptor | per Yr | per yr(in) | per OF(in)
Control Flow (in/hr) '
Yes X 0. 30 0.48 0.042 0,087
Yes X 0.30 0.20 0.022 0.114
Yes X 0.10 250 0.475 0.136
Yes X 0.10 1.91 0.393 0.206
No X 0.10 25.38 3.690 0.145
No X 0.02 43.83 ©11.930 0.272
No X 0.00 43.83 14.620 0.334

OF = Overflow

Table IV-11

Relative Change in Average System Performance

Maximum OF Percent | Vol. of OF
. : Interceptor | per yr Change per OF
Comparison Basis Flow (in/hr) Vol. of OF
per yr
No storage--Storage (no control) 0.1 -86.2 -87.1 ~06.2
No control--Favorable control 0.1 ~45.4 =17+3 +51.5
No control--Favorable control 0.5 -58.3 -47.6 +31.0
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Although the use of average values conveys much information, a more
complete picture of performance requires that the probability distri-
bution be known. Figures IV-11 and 12 show the complimentary cumulative
distribution functions for two of the variables summarized in Tables
IV-6 and 7. Comparison of the shape of the curves for overflow curves
BB and BB* (qd = 1/3) shows that the distribution is not significantly
changed through the use of the most favorable control strategy. A
Poisson distribution (Equation 12) was fitted to the overflows per year
data using the mean values in Table IV-6. The fit is particularly good

for the two cases with storage.

H., Semi-Continuous Simulation for Vicente Subbasin

If computer costs were of no concern continuous simulation would be
superior to the overflow curve approach. It has the distinct advantage
of direct use of historical data without requiring any assumptions con-
cerning the uniformity of the rainfall. In order to compare the Vicente
subbasin drainage system performance generated using the overflow curve
approach to that generated by continuous simulation, and still keep com-
puter costs down,a modified or semi-continuous simulation approach was
employed.

In this approach, individual storms were used as input to the Vicente
simulation model described in Section IV-D. The output from the model
was the total depth and duration of the overflow from each storm. The
storms were defined according to criterion C of Table IV-4 and all
reservoirs were assumed to be empty at the beginning of each storm.
Furthermore all runoff coefficients were assumed constant. The approach

is essentially the same as that of Section IV-D except that the Vicente
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simulation model is directly used to determine overflows rather than
a zero overflow curve. This has the advantage of accounting for the

temporal non-uniformity of the storms,

Four cases were examined corresponding to the first four lines in
Table IV-10. To reduce computer costs a preliminary screening of storms
was performed in the computer program so that small storms which have ]
no possibility of causing overflows were not tested using the Vicente
model,

The results for the two maximum interceptor flows, i.e., a4 = 1 and
1/3 , are shown in Table IV-12. The most favorable control case em-
ployed Figure IV-~8 to determine the value of o for the three upstream
reservoirs. In the no control case, o 1is set at its maximum value
corresponding to the line capacities downstream from each of the three

upstream reservoirs. This value was approximately 3.0 in each case.

Table IV-12

Results of Semi-Continuous Simulation

a, = 1.0 a, = 1/3

4 4

No Favorable % No Favorable %
Cntrl Cntrl Change | Cntrl Cntrl Change

Ave. vol. OF/yr (in) 0.058 | 0.032 |-44.8 |0.953| 0.960 +0.7
Ave. number OF/yr 0.640 0.300 -53.1 | 7.390 7.450 +0.8
Ave. vol. of OF/OF (in) 0.091 0.106 +16.5 0.129 0.129 0.0
Ave. dur. of OF (hrs) 0.770 0,730 =5.2 2.000 2.060 +3.0
Ave. OF storm dur. (hrs) | 6.950 7.710 +10.9 5.910 5.910 0.0

The results show significant reduction in both number and volume of

overflow per year for o, = 1.0 although the improvement is not as great

as shown in Table IV-10. This is due to the temporal non-uniformity of
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the storms which was directly accounted for in this approach. However,
the results for G, = 1/3 show essentially no change from the no
control to the favorable control strategy. This is explained by the
fact that the favorable strategy was developed using a, = 1.0 and is
obviously not applicable if oy changes substantially. A strategy

which does give improved performance for a, = 1.0 and 1/3 is discussed

in Chapter V.

I, CONCLUDING COMMENTS ON SIMULATION

The methods described in this chapter clearly show that simulation
is a useful tool for both design and control strategy development. The
relative advantage of one type of simulation approach over another is
of secondary importance to the realization of the value of the concept
itself. Although water quantity parameters were used here, quality
parameters could be included in the model and used in evaluating the
system in the same manner as described herein.

It is important to recognize the role that uncertainty plays in
the performance of the system and therefore to describe it in proba-
bilistic terms. Not only is the rainfall itself a stochastic variable
but any attempt to predict the depth and duration of a particular storm,
which is necessary when using real time optimal control, will contain un-
certainty as well. Therefore, any performance description which does
not recognize and account for uncertainty can be very misleading. The
results shown here incorporate the stochastic nature of the historical
rainfall record but do not account for uncertainty in storm prediction.
The improvement in system performance, as shown in this chapter, through

the use of real-time control strategy is significant and is an important
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conclusion. However, it must be recognized that the effect of un-
certainty in storm prediction has not been evaluated. This evaluation
is a necessary step in the final formulation of the control strategy
for the total city system.

Finally, the importance of good data for model calibration must be
emphasized. It is easy to accept the output of a simulation study with-
out giving much thought to validity of the model, particularly when
sufficient calibration data are not available, as is the case for many
urban studies. The City of San Francisco is fortunate in having the
most extensive rainfall-runoff monitoring system in the country. AS
more data are gathered this system will be the basis for the development
of a design and control system which can be operated with a high level

of confidence.

J. ADDITIONAL POSSIBLE SIMULATION STUDIES

Simulation is a very powerful tool and permits many different
situations to be studied. The following studies, which are not ranked,
will provide useful information in the development of the final control

strategy to be implemented.

1. Investigate other reasonable general control strategies
such as initial storage and storage which is proportional
to reservoir inflow,

2. Perform a study of a subbasin having primarily a series system
of detention reservoirs rather than the parallel system of

Vicente.
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If possible identify an elemental catchment in San Francisco
having a flow gage at its outlet and apply the parameter
identification model to obtain better estimates of the model

parameters.

Develop guidelines for estimating the optimum level of
aggregation in formulating a subbasin model.

Coordinate the use of simulation and formal optimization

techniques for the development of design and control strategy.
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CHAPTER IV - NOTATION

cross sectional area of flow

area of basin

width of free surface

celerity of a flood wave

runoff coefficient

probability mass function for overflow volume

joint probability mass function for rainfall depth Y
and duration tj

routing constant

number of periods in a record

Manning's roughness

number of storms in depth interval i and duration

interval j
number of storms above a zero overflow curve in period m
precipitation excess

probability of equalling or exceeding n, overflows in

any period

discharge at a function of time

reference discharge-fbr detention reservoir i

discharge immediately upstream of a detention reservoir
discharge immediately downstream of a detention reservoir
peak discharge of calculated hydrograph

peak discharge of observed hydrograph

maximum controlled outflow from detention reserveir i

calculated discharge at time k

discharge at location j at time k
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observed discharge at time k

rainfall hyetograph ordinates

rainfall excess in inches

volume of reservoir storage

slope of pipe

reservoir storage capacity

time

time to peak for calculated hydrograph
time to peak for observed hydrograph
duration of precipitation excess

ratio of impervious basin area to total area
overflow volume

volume of rainfall excess

rainfall depth

overflow depth using most favorable control level
overflow depth for reference overflow line
overflow volume inverted to equivalent depth

overflow depth using mo control strategy

control level parameter

Muskingum routing weighting factor
time increment

reach length

travel time of flood wave through a reach
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CHAPTER V

OPTIMIZATION FOR REAL-TIME CONTROL

A. INTRODUCTION

In Chapter IV, the emphasis has been on development of a model
simulating the flow and storage characteristics of Vicente Subbasin and
analyzing the effects of various control strategies. A most favorable
control policy was developed on the basis of zero overflow curves for
uniform intensity storms, and found to significantly reduce overflows,
as compared with the no control case for the specific allowable inter-
ceptor flow used in the development. in this chapter, reservoir control
is again supported as giving distinct improvement over no control, but
the control policies are determined in a different manner. Formal opti-
mization is applied to finding optimal control policies for uniform
intensity storm events, and these results then extrapolated in the form
of operating rule curves that can be applied to all the existing his-
torical data. These results were found to be comparably effective in
comparison with the previous zero overflow curve studies, and in some
cases, produced better results. There was also an increase in flexi-
bility and generality of the operating pelicies, as well as a decrease
in human time and effort involved in developing the policies.

1t is interesting that heretofore simulation and optimization have
been generally considered to be two distinct and basically incompatible
methodologies in systems analysis. For this study, it was possible to
blend simulation and optimization in such a way that restructuring of
the simulation model was not necessary. The emphasis is on fitting an
optimization technique to the realistic simulation model, rather than

149
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weakening model realism in order to apply a popular, well-developed
optimization technique. For this study, the primary disadvantage of
the former was restriction to rather simple control policies. For the
latter, there is greater latitude for control, at the expense of re-
quiring more simplified, less realistic models of the subbasin behavior.
The first part of this chapter will be concerned specifically with
the aforementioned blending of simulation and optimization to Vicente
Subbasin control development. The last half of the chapter will concen-
trate on more direct applications of optimization to a hypothetical
subbasin, with emphasis on a new technique called §low profection which
may open the way for determination of unbiased optimal control policies

in conjunction with realistic models of basin behavior.

B. OPTIMIZATION AND SIMULATION

B.1 Deveiqpment of Optimal Control Based On Uniform Intensity Storms

The approach here is to employ the basic control strategy described
in Chapter IV, using optimization procedures to determine the optimum
control level o for the three upstream reservoirs while considering
the control level for the downstream reservoir @, as a parameter. The
Vicente Subbasin model was used to determine the overflow volume.

The optimization algorithm used is shown in Figure V-1. It is a
simple one-dimensional search starting at a low value of o and in-
creasing in incremental steps until a local minimum overflow is found.
The step size i then decreased and the local optimum, ut , is more
accurately determined. This procedure requires that the objective
function be unimodal over the feasible range of & , which was found to

be true for uniform intensity storms. Various combinations of storm

depth and duration were investigated for the two values of a,
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considered in Chapter IV, i.e., ay = 1.0 and 1/3.

‘The results are summarized in Figures V-2 and V-3. Figure V-2
shows that a linear relationship exists for « asa function of depth
D with duration T as a parameter. The results hold for both values
of a, , with a > 1 and q* < 1 corresponding to a, = 1.0 and
8, = 1/3 respectively. The coefficients of the linear equations
corresponding to each of the four lines in Figure V-2 were plotted on
log-log paper as functions of duration and a linear relationship was

found. This enabled the optimal control level lines to be described by

a single relationship or aule curve.

1.06 _ -1.405

a = 3.41 DT 1.166 T

where D = the uniform intensity storm depth in inches and T = the
duration in hours.

The resulting overflow volume as a function of storm depth and
duration is shown in Figure V-3 for both values of a, - The non-
linearity for the one hour storms corresponds to the nonlinearity of
the zero overflow curve of Figure IV-6 for one hour and less. Of even
more significance is the observation that the storm depth for zero over-
flow volume for o, = 1.0 corresponds to the ordinates of the zero
overflow curve using the most favorable control strategy. This means
that the most favorable control strategy described in Chapter 1V is
actually a limiting one. That is, it is valid only in the limit as the
storm depth_approaches a value which will result in zero overflow
volume. Comparison with Figure TV-9 shows that the overflow volume-

depth relationship is approximately linear in both cases. However, the

slopes of the lines for o, = 1.0 in Figure V-3 vary from approximately
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.65 to .55 as compared to the 0.87 slope of Figure IV-9, thereby corres-

ponding more favorably with Figure IV-10.

B.2 Application of Uniform Intensity Storm Rule Curve to Historical
Data

In order to evaluate the effect of optimal real time control on
system performance the semi-continuous simulation approach described in
Chapter 1V, Section H was used in conjunction with the 66 years of
hourly rainfall data for San Francisco. Instead of developing an a*
for each storm, however, the rule curve given in the previous section
was adapted for use with non-uniform storms. This results in a control
level which is sub-optimal itself but is based on optimal levels for
uniform intensity storms.

The approach used was to define effective values of depth De
and duration Te for each storm and to substitute these values into
the rule curve equation to determine an estimated « . The rule for
defining D, and T, was developed by using the optimization scheme
of Figure V-1 for a sample of non-uniform historical storms which were
large enough to possibly cause overflows using storm definition C of
Table IV-4. Both values of ay = 1.0 and 1/3 were investigated. In
most cases the objective function was unimodal, although this was not
always true. An example is shown in Figure V-4 where the objective
function for the same storm using G, = 1,0 and 1/3 is shown. The

curve for ay = 1/3 is bimodal in the range of interest of a , while

that for a4 = 1.0 is unimodal with a well defined minimum. It was
observed that the degree of non-uniformity of storm intensity was of

primary importance in determining the effective duration which would
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result in a value of c* from the rule curve that would be close to

the true value, A simple means of expressing the degree of rainfall
non-uniformity is to use the ratio Pmax/pi , wWhere Pmax is the maxi-
mum hourly precipitation and .Pi is any other hourly value during the
storm. A critical value of Pmaxfpi = 2.0 was adopted for purposes of
defining ‘I'e . That is, Te was taken as the number of condecutive
hours for which P /P. < 2.0 for each storm. The effective depth D
was then taken as the sum of the Pi values during the consecutive hours

axfpi =

1=

in which Pm .0

One further modification in the use of Equation 1 was made. As «
approaches zero the objective function must increase for storms whose
total runoff exceeds the total storage volume of the reservoirs. There-
fore, the true value of a* is positive. Furthermore, observation of
the objective function for the smaller storms in the sample showed that
overflow volume became zero as o exceeded 0.45. Therefore, a lower
bound, u;in = 0.5 , was used as well as an upper bound, a;ax = 3.0 ,
corresponding to the approximate capacities of the lines draining the
three upstream reservoirs. It should be emphasized that the value of
the critical ratio and u;in were based on an analysis of a limited
sample of storms. Further analysis might result in improved values,
however the ones presented are acceptable for the purposes herein.

The results of the use of the rule curve as a control strategy in
terms of average values resulting from semi-continuous simulation are

shown in Table V-1. The no control results are obtained by fixing «

for each of the upstream reservoirs at its maximum value, thereby

allowing uncontrolled outflow at all times.
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Table V-1

Comparison of Results of Control Strategies

g = 1.0 o =_1[3

Zero No Ruie 0/0 | Zero | No Rule g

Pezdheter OF | cntrl |Curve |Change| OF [cntrl | Curve |Change

Ave,
Ave,
Ave.
Ave,
Ave.

Vol. of OF/Yr (in) | 0.032| 0.058 |0.036 | -37.9| 0.960]0.953 | 0.693 | -27.3

Number of OF/Yr 0.300 | 0.640 | 0.920 | +43.7| 7.450|7.390 | 5.610 |-24.1
Vol. of OF/OF (in) | 0.106| 0.091 |0.039 | -57.1| 0.129]0.129 | 0.124 [-3.90
Dur. of OF (hrs) 0.730 | 0.770 | 1.070 | +40.0| 2.060|2.000 | 2.570 | +28.5

OF Storm Dur. (hrs) | 7.710| 6.950 | 8.140 | +17.1]| 5.910 5.910 6.670 | +12.7

Note: OF = Overflow
Zero OF = Result of strategy of Figure IV-8
% Change is from no control te rule curve strategy

The most important result in this teble is the reduction in over-
flow volume per year for both values of oy Since this range of Gy
might be typical of that used in a city-wide strategy it could be con-
cluded that a 25 percent reduction in average overflow volume per year
could be achieved using Teal-time control over an uncontrolled system.

The average number of overflows per year is reduced for a, = 1/3
but increased for ay = 1.0 . This latter situation is caused by a large
number of small storms which produce a small overflow volume under the
rule curve strategy. The no control strategy eliminates these overflows
but offsets this gain by causing much larger overflows from the larger
storms. This is clearly seen by observing theolarge reduction in average
overflow volume per overflow event for 4y = 1.0 .

It is interesting to compare the rule curve results to those pro-
duced by the use of Figure IV-8 which are shown in the zero OF column
of Table V-1. For a, = 1.0 the average overflow volume per year is

4

about the: same, but it is achieved in different ways. The rule curve
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strategy reduces substantially the average overflow volume from each
overflow producing storm while increasing the average number of over-
flows. On the other hand, the Figure IV-8 strategy reduces the average
number of overflows per year while increasing the average overflow
volume per overflow producing storm. The real advantage of the rule
curve strategy is shown in the data for a, = 1/3 . While there is
essentially no difference between the Figure IV-8 strategy and the no
control strategy, the rule curve produces significant rveduction in both
the average number and volume of overflow per year. This illustrates.
the greater generality and hence value of the optimization approach
while at the same time the previous results demonstrate the improve-
ments which can be gained by real-time system control.

One additional variable which bears comment is the average duration
of overflow. As can be seen in Table V-1, the rule curve strategy
results in a substantial increase in this variable, This is caused by
two factors. The inflow hydrographs to the reservoirs are attenuated
by the control strategy and the strategy time of the inflow hydrograph
to a downstream reservoir with respect to the beginning of the storm
is also somewhat increased over the no control strategy. The duration
of overflow is defined as the time from the initiation of overflow from
any reservoir to the time of cessation of overflow from any reservoir

Probability distributions for the first two variables in Table V-1
are shown in Figures V-5 and V-6. The effect of the use of the rule curve
strategy is shown in the shift of the curves. Although not shown, a
Poisson distribution using the mean values in Table V-1 agrees well

with the curves of Figure V-6.
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C. DIRECT APPLICATION OF OPTIMIZATION TECHNIQUES

C.1 Notation

Heretofore, subbasin control has been represented in terms of a
time-invariant parameter a that is the same for all reservoirs in
the Vicente Subbasin, where

Y

Qimax =iaQi

is the maximum throughflow allowed out of reservoir i , based on an
arbitrary reference discharge 61 . For the remainder of this report,
consideration will be given to control policies that are time-variant
and may be different for each reservoir.

Consider an example subbasin composed of auxiliary reservoirs in
series, with overflow possible from the reservoir farthest downstream
(Figure V-7). The possibility of local street flooding will be neglected

from this formulation, but can eventually be incorporated.

For Subbasin i :

O;(kj average rate of overflow to receiving waters

from reservoir 3, during real-time period k.

i

f;tRitk)J average rate, during period k , of lumped direct
stormflow input which is translated from the
vicinity of reservoir j , given that storm £
is in progress. The notation f?(b) represents
an appropriate rainfall-runoff model used to
compute the input, given Ri(k)
Q. (k) = average rate of throughflow during period k ,
from reservoir j , with Qé(k) entering the inter-

ceptor sewer from reservoir 3 farthest downstream.
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SCHEMATIC OF LINKED DETENTION RESERVOIRS
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E )
le(k) = the routed or translated throughflow from reservoir

j , entering reservoir j+1 (for j=1,2).
i

%

(k) = storage in reservoir j , at the beginning of

period Kk .

The Muskingum method is one of the most common approaches to flow

routing. Letting At = t - 'tk » it can be represented by

k+1
S Bt s PR .
Q" (k+1) --Qj (x) + Tj(Qj (k].Qj(k];Qj(k 11) (1)

The transformation Ts may be linear or nonlinear, depending on whether
or not the coefficients asscciated with the Muskingum method are con-
sidered function of flow rate [6 |]. More realistic methods may be
desirable, but the above will suffice for purposes of this discussion.

The contnol or decision variables are iﬂi(k} and Q;(k] , whereas
the 4tate varisbles are -S?(k) . “The variable .Q'j(-k) is simply

g

j_lka plus releases from reservoir § or minus diversions to

reservoir j . The releases or diversions are the actual variables
used for real-time control. They are, however, easily computed once
Q;(k) and Q;il{k) are computed. The reason for using Q;(k) and
Q;fl(k) instead of actual releases and diversions in developing the
optimal control problem is that it simplifies the formulation.

Notice that Qé(k) corresponds to Qi(kJ , as defined in Chapter III,
for this particular example. In the following formulation the former
will be replaced by the latter in order to be consistent with the

notation used in Chapter [I1.
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C.2 On-Line Subbasin Problem

There were two basic approaches to real-time control considered in
Chapter III: on-line and off-line subbasin optimization. The On-Line
Subbasin Problems were discussed in a general fashion in Section D.1
of Chapter II1. A more detailed formulation follows.

For on-line subbasin optimization, the Lagrange multipliers
A(k) are given by the Master Problem in order to influence subbasin
control in such a way that Conditions 1 and 2 (Equations 10 and 11 in
Chapter I11) are eventually satisfied. If linear routing is used, the
A(k) represent dual variables supplied by the Dantzig-Wolfe restricted
Master Problem. Since optimization can commence at any time kl .

] 1
k =1,...,M. Current states of the system at time k , in terms of

reservoir storage and sewer flow levels, will be known from current

sensor data. Also, storm event £ has been predicted as the storm in

progress.

| On-Line Subbasin Problem:

M = : .
minimize ) ‘ [ (K)O (k) + A(KIQ'(K)] (2)
T okek
s_s%g

0

subject to: [Note: Superscript i is deleted for convenience only]

.

5,041) = S;(K) + £1(Ry(K)) - Q) (K) (3)

5,061) = 5,(K) + FARL(K)) + Q (k) - Q () (4)

o , .
dynamic | S, (k+1) = S.(k) + fL(RE(K)) + Qo(K) - Q*(K)
equation's< A 2 e ¢

- 0t (k) (5)

Qj(k) Qj(k'l) +-Tj(Qj{k'l)}Qj(k’IJ{Qj(k])s (6)

T
(i=1,2; k=k 3= a5 M)
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f ! .t ey
conditions() ;.3 25 and Qigk ) ail known
(0800 <5 Lz kLML @)
per 02 QU0 < Qupay J=1,2 (9)
and Ay i ,
Tower Qik) < @t K=k oo M (10)
bounds =
ry
0 QK Q. 3=1.2 (11)
ot 20, (12)
Qz(k) 4 Q' (K) (13)

1
where § = -{Sj(k) s 3=1,2,5; ksk #1,... M 1)
L 1 ! | o |
Q= @k, 3=1,2,35 k=k ,o..uM)3 Q= (Qy(K), 351,25 k=k .0, M)5

i

ot = '), kek'yee )

C.3 Off-Line Subbasin Problem

As previously discussed in Chapter III, Section E, the off-line
Subbasin Problems cannot be solved for all possible initial storage and
flow conditions, for any real-time k1 . The amount of computation
required would be much too large. An alternate approach was to solve
the previous on-line formulation off-line for initial time k’=1 only,
and assume zero initial conditions ia (7). In addition, Q;ax is now
considered as a control variable adjusted by the Master Pruﬁlem and the
term A(K)QI(K) in (2) can be deleted.

For off-line optimization, then, it is assumed that all reservoirs
are initially empty, or that sufficient time elapses between successive
storms to allow drainage. The addition of a term in the objective

function (2) crediting throughflows would tend to strengthen this
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assumption, since it would then be suboptimal not to pass flow into the
interceptor as much as allowed and detain it in the reservoirs. That is,

add the term
- u()Q () (14)

to (2), where the wu(k) are arbitrary weighting factors.

It should be noted that the Subbasin Problem is actually more
complicated than suggested here since Qjmax may vary with storage
Sj[k] , but this additional nonlinearity will not be ignored for now.
For off-line work, then, the most important results are the optimal
reservoir levels ‘§*i(k) under an optimal control policy, for k=1,...,M,
computed for all discrete levels of Qiax and all given storm events

£=1;...,L. These results can be stored in the on-line computer for use

in real-time control.

C.4 Application of Linear Programming

1f the transformation Tj is linear, then linear programming can
be used to solve the Subbasin Problems as was done in Chapter VI, and
a global solution assured if the problem is well-posed. Assuming a
linear Tj may not, however, be consistent with reality. If a parti-
cular subbasin has a relatively flat average slope, then backwater
effects may greatly inhibit use of linear models. The critical question
is, what magnitude of error is introduced? If the error seems tolerable,

{

then linear programming is still applicable. This question can be resolved
by analyzing historical data for the basin and checking the ability of
linear models to predict subbasin outflow, given the input. The

relatively steep slopes in San Francisco suggest that simple routing

may be adequate.
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Linear programming is particularly compatible with direct on-line
optimization. Well-documented, reliable linear programming (LP) codes
are readily available commercially. In addition, considerable effort
has been, and is continuing to be, expended on improving LP codes.

One area that is pertinent to this control problem is revision of the
simplex method to consider upper bounds on variables as effectively as
nonnegativity bounds are currently considered [13]. Approximately
two-thirds of the constraints associated with the control problem are
simple upper bounds on the variables., If these could be eliminated

as formal constraints and satisfied as a part of a modified praicing-out
mechanism [13], considerable savings in required computer storage could
be: realized.

The A matrix associated with the LP formulation of the control
problem is relatively 4panse. That is, the great majority of the
coefficients of the matrix are zero. LU decomposition [13] is a
technique that exploits the special structure of sparse matrices to
produce considerable computational savings.

Currently, this linear control problem has been solved by a
revised simplex code using the explicit inverse of the basis.
Numerical results are given in [ 8 ]. None of the above modifications
have been employed as yet, but will be investigated in future studies.
With regard to the application to Vicente Subbasin as considered in
Chapter VI for 5 reservoirs and M=7 time periods, computation time
was: about 7 seconds on a CDC 6400 computer, requiring 100,000 words
of storage in octal. Future studies will attempt to apply the
above computation time and storage saving devices to the LP
control formulation., The possible use of minicomputers on-line, as

discussed in Chapter III, is a prime motivation for this effort.
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C.5 Application of Dynamic Programming

Solution of the real-time control problem by dynamic programming
is not possible until it is consistent with the general format for
discrete-time control problems, since the present formulation has k-1
appearing on the right-hand side of Equation 6. This can be remedied

by defining a new control variable Vj(k) , and replacing Equation 6 with

Qq (kg = Qk-1) ijQj(k—l)an(k-l),Vj(kfl)) (15)

Q; (k) = Q;(k=1) + [V;(k-1) - Q;(k-1)] (16)

Note that Qj(kJ (j=1,2) are now regarded as dependent state variables.
In applying dynamic programming, no assumptions regarding Tj are
required. Since there are, however, seven state variables at each stage
k , conventional dynamic programming is not possible. Incremental or
differential dynamic programming [12,9 ] can be utilized, but if Tj is
nonlinear, only local solutions are guaranteed to result. Some
reduction in the number of control variables is possible by replacing

O0(k) in Equation 2 with

0(k) =0, for all k € K (17

O(k) = [Sy(k) - 8, . 1, for all %k £ K (18)
where

K = {klssfkj = Sg o S0}, k=1, M (19)

with constraint (10) deleted for j=3. In Equation 5, Ql(k] + O(k)
is replaced by U(k) , and the number of control variables per stage

has been reduced by one.
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Computational experience with incremental dynamic programming
as an alternative to the LP approach has been gained, but no results
are available as yet for nonlinear problems. In comparing linear
programming (LP) results with incremental dynamic programming (IDP),
the following conclusions wers noted: As M increases, computation time
increases more rapidly for LP than for IDP. The reverse is true as the

number of detention resérvoirs increases.

C.6 Continuous=-Time Optimal Control

For the practical problem of optimally controlling combined sewer
overflows via storage regulation, it is safe to assume that controls
will be carried out in discrete time intervals. This is due to the
following factors associated with on-line, automated control:

1. There is a finite amount of time required to actually
effect control. That is, a certain amount of time is
required for passage of information, the opening and
closing of valves and regulators, etc.

2. On-line control requires the processing of rainfall and
sewer flow data, which is sampled at discrete-time (e.g.,
for the San Francisco system, data is collected every
15 seconds).

3. Sufficient data must be collected in order to make a
reasonahle prediction of future storm input so that the
next control can be effected. There is an interesting
trade-off here:

(a) Large intervals between control would allow the

processing of more data, resulting in more accurate
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prediction. Though the individual controls are more
optimal in the sense that they are based on more
accurate data, the system is less controllable due
to the large intervals.

(b) ©Small intervals between control would result in less
acecurate storm prediction. Though the system is
more controllable than in case (a), there is greater

question as to the optimality of the controls.

Suppose it is decided that actual control of the system must occur

between & discrete-time interval At . Then there are two basic ways

of determining the optimal controls:

1. Finite-Dimensional Optimization: Solve a discrete-time
optimal control problem and determine the optimal controls.

2. Infinite-Dimensional Optimization: Solve a continuous-time
optimal control problem and determine the optimal controls

to be carried out at discrete time intervals from these

results.

The emphasis in this report is on use of finite-dimensional opti-

mization as applied to discrete-time optimal control. As Canon, et.al. [5]

have succinctly stated, the

"...main reason for attaching so much importance to discrete
optimal control is technical and stems from the constantly
increasing use of digital computers in the control of dynamical
systems. In any computation carried out on a digital computer,
we can do no better than obtain a finite set of real numbers.
Thus, in solving a continuous optimal control problem...we are
forced to resort to some form of discretization."
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The question, then, is whether to discretize prior to optimization
(as in discrete-time optimal control) or during and subsequent to
optimization (as in continuous time optimal control). Certain aspects
of infinite-dimensional, continuous-time optimal control theory may be
applicable to subbasin optimization. Some computational experience
with this approach is reported in [2], [3], and [4]. Difficulties
with application of the Maximum Principle to this problem are discussed
in reference [10]. A new approach using linear regulator theory is
presented in [14], and Bell [1 ] proposes an approach that utilizes
some basic results derived from application of the Maximum Principle,
but does not require solution of all the difficult necessary conditions
associated with it. It appears that the main advantage of infinite-
dimensional optimization over mathematical programming techniques is
a considerable lessening of required core computer storage for carrying
out on-line optimizations. At the present, the primary disadvantage

is the difficulty of using realistic routing methods.

D. FLOW PROJECTION TECHNIQUE

D.1 Inducing Separability

All nonlinear programming computer codes, other than combinatorial
grid-search methods, require that the constraint set be convex in order
to insure convergence to global solutions. Any nonlinearity in 15
would immediately violate this condition, since nonlinear equality
constraints always generate a nonconvex constraint region [10]. Various
local solutions will result, in this case, depending on the particular
initial starting point utilized. A technique has been proposed by
Labadie, et.al. [11] that utilizes a combination of nonlinear and dynamic
programming in an attempt to deal with the nonconvexity induced by

realistic, nonlinear flow routing metheds.
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Suppose arbitrary functions ¢(a,t) , u(b,t) are given, with
associated parameter vectors a,b vrespectively, such that if _g* is
a global solution to the Subbasin Problem, then there exist thimal

* * )
a ,b  such that

Q] ()
Q, (k)

b ,t) (20)
5 K=l ,M
bty (21)

Now, replace constraints (6) in the Subbasin Problem with

QK = Qy(k-1) + T, (@) (k-1) (2, ty_)sd(@ty)) (22)
Qu(K) = Qyk=1) + T,(Q,(k-1),y(b,t, 1),¥(b,t;)) (23)
(k=1, ... ,M)

and add the additional constraints

|
o

dasty) - Q(K) = (24)

k=1,...,M

|
=2

‘p&:tk] =c Qz(k) = (25)

The addition of (24) and (25) insure that this new problem is
exactly equivalent to the original Subbasin Problem. In the new problem,

Ql(k) and Qz(k) have been replaced by ¢(§3tk) and m(h,tk) ¢

respectively. This new problem, with (22) and (23) replacing (6),

and the addition of (24) and (25) will in turn be modified as follows.

Considering that it will be generally impossible to find gf,gf
that will exactly satisfy (20) and (21), suppose it is then desired to
satisfy (20) and (21) as closely as possible. This goal can be met by

adding the terms
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¥ - 2 2
k§1 (K [9(a,ty) = Q (K)1* + v(i) Wbyt - Q1% ¢ (26)

to the objective function (2), and removing (20) and (21) as constraints.
These added terms will encourage the satisfaction of (20) and (21) as
closely as possible in an indirect manner; otherwise a penalty is in-

curred by (26).

D.2 Decomposition into Subproblems

The advantage of this formulation is that once a and b are
specified, the Subbasin Problem can be decomposed into three independent

problems, one associated with each reservoir.

Subproblem 1:

M
vi(@ =  min kgl 0 () [$(a,t,) - Q (K17 (27)
S, (k+1),0Q, (%)
K=1,...,M

subject to: (all variables assumed nonnegative)

-

5,0ke1) = §,(K) + £/ (Ry(K)) - Q(K) (28)

§;(1)  given
} k;l)l'.l’M
Sltk+1);g Slmax . (29)

Q&) 2 Qo J (30)

which is easily sclved as a one-dimensional dynamic programming problem
(8; (k) as the state variable) with one decision variable at each stage

k: (Qi(k]). Quadratic programming is also applicable here.
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Subproblem 2:

M
vz('a_sb =. min | kél \’k[‘P@_:tk) — Qz (k)lz
5, (k+1),Q, (K)
k=1,...,M

subject to:

Sp(ke1) = S,(K) + F3(Rp(K)) + Q(K) = Qy(K))

s,(1) (given) =
52(k+1).i S2max ,

Q) £ Qe > J

L
where Ql(k] is determined on the basis of the given a from

Equation 22. This subproblem is solved the same way as subproblem 1.

Subproblem 3:

M

v, (b) = min J ot m - wioet ]

5,0k+1),Q* (0,0t gy 7
k=1,...,M

subject to:

S,(k+1) = 5,(k) + £ (Ry(K) *+ Q(k) - Q' (k) - 01 (K)
53(1) (given)
Splkel) < B,
dw <Q, |

For this subproblem, let

it = ¢t + ot

> k

(31)

(32)

(33)

(34)

(35)

(36)

(37)

(38)

(39)
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and replace the overflow terms in the objective function with

0'(K) = [5,0K) - S, ], forall ke K (40)

3max

where

3max

This results in only one control variable Qi(k) for subproblem 3,
at each stage k , and the upper bound Simax is ignored, The term
Q,(k) is determined from (23) for the given b .

The a and b must be properly adjusted until (2), with (26)

added is minimized. That is, solve

min v, (a) + v,(a,b) + v;(b) (41)
a,b

This is referred to as the oufex problem. Basically, the flows in the
subbasin have been pxojected into an outer problem that manipulates
coefficients associated with the approximating functions until (20) and
(21) are satisfied.

As the number of reservoirs increases, the dimensionality of the
outer problem (41) increases proportionately, whereas the subproblems
are relatively unaffected. In order to have enough degrees of freedom
to allow accurate approximation of Q(k) by [g,tk) and (g,tk) 4
the number of components of a,b would have to be relatively large.
Since it would be difficult, if not impossible, to insure that (41)
is generally a convex problem, global selution can only be assured
through direct enumeration or combinatorial grid-search techniques.
These methods, of course, are only feasible for problems of limited

dimension (perhaps two or three variables).
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D.3 Orthogonal Polynomials

A way out of this dilemma may be available through use of orthogonal

polynomials. If a general orthogonal polynomial is represented as
follows:
r .
o(at) = ] a;g (1)
i=0

and assuming that M > r + 1 , then ¢(a,t) has the following proper-

ties [7 ]:
1. The orthogonality property

M

k£1 g; (g (ty) = 0, i#]
guarantees that optimal values of the coefficients a
that give the best fit are independent of the highest
power of the polymomial, when fitted to a given set
of data.

2. Computation of coefficients for orthogonal polynomials
is generally faster than for nonorthogonal polynomials.

3. Chebyshev polynomials, the most common orthogonal
polynomials in use, tend to give a reasonably consistent

fitting error over the range of data.

Property 1 implies that the outer problem (41) can be solved using

just ao,h0

min vl(ao) + vz(ao,boj + vs(bo)
ao,bo
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"

and obtain optimal ao,b; . Then solve

min v, (a;) + v, (b)) + vi(b,)
4150y

using

! LN
¢(§.lt] = aogott) = algl (t)
(b, t)

]

.-
bygo(t) + b, g, (2)

and so on, until an accurate fit is assured. Therefore, the origigai
large-dimensional outer problem is replaced by a sequence of 2-dimensional
outer problems.

It must be pointed out that Property 1 is based on having a fixed
set of data to fit to. For this problem, ¢(5,tkj and w[ﬁ,tk) are
fitted to Q(k) , with the latter tending to change as the above
iterative sequence continues. The influence this might have on ob-
taining global solutions should be investigated through extensive com-

putational experience.

D,4 Numerical Results

Some numerical results for the approximate-flow method were obtained,

based on the following data and assumptions:

1. The number of time periods M=7 . Therefore, Chebyshev
pelynomials up to order 6 were utilized.

2. A Muskingum routing was utilized, where

1 '
Qu(ke1) = 810, (K) + B,p(aity) + Boplarty )

' 4
Qy(kt1) = 810, (k) + B,0(b,t) *+ B,0(b,ty 1)

where A, =8, =8;=1/3.
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3. For the objective function weighting factors,

u(k) = 0.2
p(k) = v(k) = 5000 T P,
w(k) = 1.0

4. Direct stormflow is (for j=1,2,3)

fj (R(1)) = fj(R(ﬁ)) = fj_(RUJ) =0
fj(R(z)} = 6
fj(R(S)) =2
fj(R(4)) =5
fj (R(5)) = 4
5. Initial conditions and bounds are
5{(1) =7 ”
i=1,2,3
Simax = 7
leax =
Vmax = #
Umax =
6. At = Beel ~ % 1 A 10 minutes in real-time.

The outer problem of adjusting a,b was carried out by Powell's
method of unconstrained minimization (not requiring derivatives)
in the iterative fashion discussed previously. That is, ao,bo were
adjusted first, resulting in a;,b; , then al’bl in a first order
polynomial utilizing a;,b;', etc. Figures V-8 and V-9 depict the
rapid convergence of the successively higher order polynomials to the
actual global solution for throughflow. Numerical values associated
with convergence in this example problem are given in Table V-2.

* %

Repetition of successive determination of a,b , using a ,b computed

previously, resulted in a close fit (average fitting error of 0.3%)
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TABLE V-2

CONVERGENCE OF POLYNOMIAL FITTING

ORDER CF TOLYNOMIAL (i)

TIME (K) E = ;
9, p ¢ Obj.
| 2 3 7 3 G 7 i i Func. (v(*))
Q;_(k) 0 = 3 3 2 1 ¢
..r.al;,tky 1.43 | Y43 | 445 | 143 | L3 | 1.43 | 1.3 1.4286
i=0 = 92026.0
Q, (k) 0 4 3 3 4 3 5
4By, 1) 2.8 | 2.8a | 2.3 | 2.86 | 2.86 | 2.86 | 2.8 2.8571
q; (K 0 2 2 3 3 1 2 D.1044
ﬂ.a';,q;,;k; .35 | 136 | 130 | g.as | s | Lso | 1.ss
O 51068.0
2 (k) o 2 3 " 5 4 5
wtﬁ,;,b;.r.k_\ o8 || 1.58 | 2.22 |ziee | 3.50 | 413 | 4.77 1,966
Q, () 0 2 3 5 3 2 o | -1.8539
ar.-.;,.....a;,:k] 0,00 | .57 | 284 | 328 | 290 | .70 | o000
=2 | & - 20.8
Q; (k) 0 2 5 7 6 5 1
§(byye--abyty) | Di00 | 200 | sas | 662 | 642 | s | L0k -3.7625
Q£ 0 2 3 3 5 2 0
8(age-roaagsty) | 0:00 | 162 | 2.89 | 3:26 | 285 [ L.es | 0.00 | ©.0606
=5 | . 14.49
Q, (k) 0 2 5 7 6 1 1
¥(bgae - .b;;:_-*y 0.00 | 2.34 | 5.3 | 6.62 | 6.27 | .41 | 1,10 0,1793
LY
Ql_(k] a 2 3 3 3 2 o
slagoeiagity) | 00000 | xoz | 282 | 2.97 | 279 | ts6 | 0-00 | -0.546 Ly
i=1 . - 45
05 ck] 0 7 5 T 8 4 1
ﬁ;[h';, bt | 000 | 1se | 553 | 677 | eis0 | auze | 1:3a 0.1528
Q;(k) 0 2 3 3 3 2 0
Slage---iag, 5] | 0:00 | 193 | 2.80 | 297 | 2im | tps | o.00 | o.0217
1=5 . =<7 ) ~ 5.54
Q%) 0 2 5 7 5 " 1
- Ll
Wby biaaty ) 000 1.97 5,38 6,77 6. 25 4.29 1.29 -0.0545
(k) 0 3 3 3 3 3 0
Sagr-ordeotyd | 000 | var | 2.5 | 2.8 [ 2.6 [ 199 | o.00 | 0.1tz
i;f‘ . ‘21-“
tak) o 2 S 7 i i 1
wibyisiosbee) | pooo | rse | si2s [ 710 | o | s | uss -0.3360
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&
after three such cycles, but did not change the final optimal 0 and

*
Q resulting from the first cycle.

The dynamic programming subproblem calculations were carried out
assuming increments of flow rate and storage of 1 umit. For example,
the maximum flow rate possible between reservoirs 2 and 3 is 8 units.
If each unit represents 50 cfs., then the maximum rate is 400 cfs.
Actually, an increment of 50 cfs. is not unrealistic, based on the
accuracy of typical flow sensing elements. Flow rates determined from
the polynomials (given by the outer problem) were rounded off to whole
numbers, for use in the dynamic programming subproblems. In solving
the outer problem by an unconstrained minimization technique, penalty

terms had to be added in order to keep flow rates given from the outer

problem within the specified upper and lower bounds. Total computation
time is quite sensitive to the sizes of flow and storage increments

i selected for the dynamic programming calculations. For this example,
computation time was 23.5 seconds on the CDC 6400 computer at the

University Computer Center at Colorado State University.
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CHAPTER VI

OPTIMAL STORAGE SIZING AND PLACEMENT

A. INTRODUCTTON

A simulation approach for developing design (with regard to deten-
tion reservoir sizing) and control criteria for combined sewer systems
utilizing detention storage was presented in Chapter IV. The basic
reason for using simulation was to gain operational experience and to
have the flexibility to use whatever system models dre needed. It was
shown in Chapter V how the simulation model and formal optimization could
be combined for development of real-time control strategies. These
strategies, however, are based on a particular proposed configuration
for the Master Plan detention reservoirs. A methodology is therefore
‘proposed in this chapter for analyzing alternative configurations, as
well as alternative storage sizings.

Various mathematical models have been developed which deal with
the design of sewer systems. The Hydrocomp Simulation Program [2] has
investigated the problem of "...determining the storage required for
peak stormwater runoff volumés to achieve a fixed outflow from a
watershed." Their approach uses flood routing with a restricted outflow
capacity. All flows above this capacity are sent into a storage
facility. The Hydrocomp model does not, however, directly deal with
the distribution of storage facilities within the combined sewer system.
Although the claim is made that this model finds the storage required,
there is no optimization with respect to locations for this storage
along the sewer pipe network. General guidelines as to the locations of
storage facilities for maximum benefit are suggested. These guidelines,

however, require analysis exterior to the simulation program.
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The Battelle Urban Wastewater Management Model [1 ] deals only
with major sewer system components. Under the category of major
componernits, the model considers trunk and interceptor sewers, and
storage and treatment facilities. Functions of the model consist of,

"...determination of the optimum operation or automatic

control of existing or planned systems during rainstorms;

and determination of the most economically feasible com-

bination of design alternatives for improving or expanding

existing systems to meet specified performance criteria."

The optimum operation of the system under consideration is accomplished
by means of dynamic programming. Details of its application to the
control optimization is not presented. In the design stage of the
Battelle model, optimization is mentioned but not elaborated upon. The
design optimization is supposedly capable of selecting the least-cost
combination of available sewer system modification by use of a gradient
search technique. No connection is made between least-cost alternatives
and the optimum allocation of detention reservoir sizes and spatial
distributions.

If a combined sewer control system is planned using auxiliary
storage, several basic design questions must be answered:

1. How shall the large-scale system be decomposed into
subbasins?

2. For a given subbasin, what will be the total investment
in storage facilities? This is roughly equivalent to
asking what the total storage volume allocated to each
subbasin will be.

3. How will the total storage be allocated spatially? In

other words, how many detention basins will be built and

where will they be located?
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The first question has been discussed in Chapter III, as applied to
the Ban Francisco Master Plan. The second question is difficult to
answer due to social, political, and economic issues that have not as
yet been resolved. One way to deal with this difficulty is to solve
optimal design problems for a wide range of total storage investments
that could possibly eventually be agreed upon. Such information would
greatly aid decision makers in arriving at a solution, while effectively
divorcing many, though not all, of the complex socio-political issues
from the design problem formulation. In short, the goal is not to pro-
duce the optimal design, but rather a family of optimal design alternatives,
one of which could eventually be decided upon through other analyses
involving the political process. This final decision will ultimately
come down to the following question: How much is the city willing to
pay for pollution control measures, where the probability of meeting
federal and state regulatory standards tends to be proportional to the
economic investment in pollution control?

The following analysis is only a first step, since only a single
design storm has been utilized at this point. The results of this
study will be only one point on the depth-duration curves developed
in Chapter IV. A wide range of historical and synthetically generated
storms must eventually be used for producing optimal designs, and
therefore completing these curves. The primary means of comparing
designs will be based on their ability to reduce total overflows during
the given design storm. There will be a concluding discussion, however,
concerning the incorporation of cost-effectiveness analysis, where
economies of scale in detention reservoir construction are takenm into

consideration.
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In addition to the use of one design storm, other important limi-

tations in this study include:

1. No consideration is given to the possibility of localized
street flooding occuring within a subcatchment due to a
particular reservoir placement.

2. Placement of reservoirs in order te facilitate gravity
drainage is not a criterion.

3. Socio-political aspects of placement are not included.

Though these limitations appear serious, it is felt that they can
be incorporated in future studies. This study is not meant to super-
sede the admirable work of the designers of the San Francisco Master
Plan in placing and sizing the reservoirs. It is only offered as a tool
in an infant stage of development that could possibly aid planners in

the future.

B. GENERAL FORMULATION OF THE DESIGN PROBLEM

The basic design problem is to determine how various quantities of
total storage for each subbasin should be allocated and distributed
within each subbasin. In formulating the optimal design problem, it
must be recognized that alternative designs cannot be compared unless
they are optimally operated. Suppose, for example that two design
alternatives are to be evaluated, with each having different reservoir
locations and sizing. In order to properly compare the two alternatives,
design storms must be applied to each and the given reservoir storage
within each alternative utilized in the most effective way in order to

minimize overflows. That alternative would then be chosen which produced
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the lowest total overflow (or welghfed overflow) for the same given

design storms.

Thus, within every design problem there is always

imbedded an operational problem.

Mathematically speaking, the problem can be posed as follows

where

=5

|

f(x)

X(d)

minimize Z(d)

de?D (1)

Z(d) = minimum £ (x)

x e X(d) (2)

the vector of design variables (i.e., spatial location
coordinates for reservoir placement)

the set representing constraints on reservoir placement
(i.e., spatial coordinates cannot be outside the boundaries
of the subbasin).

the vector of operational variables (e.g., reservoir
releases and necessary overflows at discrete points in
time over the duration of the design storm).

the criterion function, which is basically total weighted
overflows,

the set representing constraints on reserveir operation,
for a given design d (e.g., line and storage capacity

constraints).

The design or oufer problem is defined by Equation (1), whereas

Equation (2) is the operational or {mnei problem. The function Z(d)

simply represents the minimum total weighted overflow produced by design

d , as determined from optimal operation of the design. The goal of the
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outer problem is to find that design d* that gives the lowest value
of Z(d) , given that d is restricted by the set 7.

The set D should ultimately reflect various social and political
factors that might influence the selection of possible detention
reservoir locations. For now, there is no attempt to include these in
this study. In addition, design cost-effectiveness, though not
included in this formulation, can be considered through a sensitivity

analysis. This will be elaborated on in a subsequent section.

€. APPLICATION TO VICENTE SUBBASIN

C.1 The Inner Operational Problem

The general design formulation has been applied to Vicente Subbasin
in San Francisco, as delineated in Figure VI-1. The goal in formulating
and solving this design problem is to open the way to deciding if the
number, placement, and sizes of the detention reservoirs could be
changed in order to more effectively minimize overflows. The general
formulation should also be applicable to other subbasins, and perhaps
even other cities, Vicente Subbasin then serves as a case study. A
more detailed analysis of the Vicente Subbasin design problem can be
found in [3]. The purpose here is to concisely summarize the
formulation and important computational results.

Discussion will first be centered on the operational {nner problem,
where the number, placement, and sizes of the detention reservoirs is
fixed with regard to a particular design alternative. The system must
now be optimally operated for a given storm input so that its ability
to control overflows can eventually be compared with other design
alternatives. This design or oufex problem will be discussed

subsequently.
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Assume that the spatial placement of reservoirs as shown in
Figure VI-1 is fixed. It would seem that the relative sizes of the
reservoirs should also be specified as given design variables, but it
will be shown that it is more convenient to determine the optimal
number and sizing of reservoirs in conjunction with the operational
problem.

The operational problem is formulated as a discrete-time optimal

control problem, rather than in continuous-time. The latter is

certainly a viable approach, but the main advantage of the discrete-time
format is that solution is possible by linear programming. Before
formulating the control problem, the following assumptions should be
listed.

Assumptions:

1. The existing sewer network is fixed.

2. The subbasin is partitioned into subcatchments that are defined
such that all storm input falling within the subcatchment can
be lumped as direct input to one particular detention reservoir
located at its farthest downstream point. There are therefore
a total of five subcatchments; one for each detention reservoir,
as seen in Figure VI-2.

3. The rainfall-runoff model discussed in Chapter IV is utilized.

4. Throughflows from each reservoir are constrained by sewer
capacities immediately downstream. The capacities utilized
are based on the pipe dimensions, roughness coefficients, and
slope, but not on pressurized conduit flow. This is because
pressurized flow is a function of the head in the detention
reservoirs and would introduce considerable nonlinearity into

the optimization problem,
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5. Simple lag routing is used for the sewer system. That is,
upstream hydrographs are lagged by estimated travel times
between reservoirs, and peaks are not attenuated in any way.
Actually, for convenience, a variation of this approach is used
in the optimization, but is basically equivalent to lag routing.
Instead of lagging the sewer hydrographs, the input hydrographs
from direct stormflow are lagged according to the travel times
between reservoirs.

6. A representative five-year storm is used as the design storm.
It is recognized that many more and varied design storms must
eventually be utilized in this optimization study, as was
carried out on the simulation study presented in Chapter IV.

The simplicity of the modeling, particulariy in the sewer routing,

can be justified as follows. The primary purpose of the operational
problem is to compare alternative designs. It seems reasonable to use
simplified models for this purpose, as long as they are used for all of
the alternatives. Accurate, complex models are more computationally
time-consuming. Since the operational problem must be solved a large
number of times, corresponding to the number of design altermatives, the
computational load can quickly become unwieldy. The intuitive feeling
is that the optimal designs chosen on the basis of complex operational
models would be little different from those chosen from the simplified
models.

It should be noted that the operational problem used for comparing

designs can be quite different from the real-time operational problem
that must be solved after a particular design is actually chosen and

constructed. Model accuracy becomes much more important for the latter,
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so that more accurate models may be preferable. The real-time optimal

control problem is discussed in Chapter V..

Therefore, given the reservoir placement as shown in Figure VI-2,

the operational problem is formulated as follows

Subje

where

M
minimize Y [w(k)O(k) - H(K)Qg (k)] (3)
g, g, S, k=1
and S =
ct to:

: = S. - Q. £f.(R, (k)); 3=1,2,3 4
5 (ka1) = 8y (k) = Qo (k) + J( LI (4)
S,(k+1) = 5, (k) + Q(K) + Qy(k) + Q (k)

- Qu(k) + £4(R,(K) (5)
Sgkt1) = Sg(k) + Qu(k) = 0(K) + £5(Ry (k) (6)
(for k=1,..., M)
0 < Qj_ (k) =< Qjmax (7)
j=1,..., 5; k=1,..., M
0 f_sj{k+]) 5-Sjmax (8)
5
.Z Sjmax i Stota] ®)
i=1
M = total number of discrete time periods
Sj(k] = storage in detention reservoir j (associated with
subcatchment j) at the beginning of period k. The
reservoir is initially assumed to be empty, or
Sj(OJ =0. §-= (Sj(k), 12155 say 55 k325 u y ML)
Sjmax = maximum storage available in reservoir j. Though it

is actually a design variable, it is considered as

a variable in the operational problem.
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B = (B ey Spl

Qj(kJ = discharge from detention reservoir j during period
k. Discharge Qs(k) goes directly into the interceptor.
Q= (Qj(k), i=l, ..., 55 k=l,..., M).

Qjmax = maximum discharge rates immediately downstream of
reservoir j (given).

0(k) = overflow to receiving waters released from reservoir 5,

during period k. 0 = (0(1),..., O(M)).
fj (RE (k)) = lagged, lumped direct storm input to reservoir j ,

based on rainfall Rg(k) over subcatchment j
produced by design storm ¢ during period k , as
transformed by the rainfall-runoff model (given).

Stotal = total storage allocated to Vicente Subbasin (given).

w(k), p(k) = weighting factors (given).

The term - u(k)Qg(k) has been added in order to credit throughflows
and therefore encourage as much flow to the interceptor as possible. The
goal is to discourage flow being held in the reservoirs when it can be
discharged to the interceptor. This insures that the reservoirs will
be drained as much and as soon as possible, while minimizing overflow,
in anticipation of another subsequent storm event.

The above problem can be readily solved by linear programming.

There are a total of 1IM variables, plus 10M slack variables that
‘must be added in Equations (7) and (8). The constraints number 15M.

Notice, again, that the optimal reservoir sizing is accomplished
by allowing the Sjmax 5 i=1,...,5 , to be variables in the operational
problem. Notice also that the optimal number of reservoirs is determined

at the same time. The maximum number is set at 5. If the optimal
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design should have less than five reservoirs, then one or more of the

S. would be zero in the optimal solution.
jmax

C.2 The Outer Design Problem

The outer design problem is actually solved for various values of

total storage S allocated to Vicente Subbasin. Given §

total total ,

the design problem is concerned with comparing total weighted overflows
from spatially discretized alternate locations for any of the detention

reservoirs. An increase in the number of possible detention reservoir

locations within each subcatchment will increase the combinations of
detention reservoir placements, The number of possible storage distri-
butions is therefore equal to the number of combinations of all possible
detention reservoir locations. As the number of locations increases,

the amount of computer time needed to investigate all these distributions
increases rather rapidly. Each configuration requires solution of the
linear programming problem before the optimum design can be found.

A search technique employed in the design model was found to greatly
reduce the total number of combinations that need to be investigated.
Various infeasible and impractical locations can be removed through
preliminary analysis of the subbasin and its sewer network. Such
screening will greatly reduce the total computation time needed for
selection of an optimum design.

The design problem generates the input data necessary for solution
of the inner linear programming problem for each of the detention
reservoir distributions. These input data are parameters describing
real pipe network and physical constants associated with flow in the

system. Each distribution resulting from a movement, either upstream
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or downstream, of any detention reservoir requires the redefining of
these input parameters. Direction of movement, upstream or downstream,
and determination of the subcatchment and associated detention reservoir
requiring movement is stipulated by the design problem.

For every configuration specified by the design problem, the inner
operational problem is called upon. After receiving the solution from
the linear program, the design model tests the total weighted overflows
returned and determines in which subcatchment and direction to move =
a detention reservoir. From this search routine decision a new inner

operational problem is developed based on the new configuration of the
subbasin, This process of defining a new set of equations and solving
the resulting optimization problem continues until no further improvement
in the value of the optimization objective function can be achieved
through further manipulation of the detention reservoirs.

The computation time required is still too great, however, to
permit consideration of every possible screened configuration of the
subbasin. This large number of possible configurations necessitates
the use of a more efficient search algorithm. Hopefully, only a small
fraction of possible combinations need to be investigated in order to
locate that optimal set of detention basin locations.

In essence, this search algorithm for the outer problem directs
the movement of each detention reservoir and associated subcatchment to
their best locations one at a time. The movement along the sewer pipe
network either upstream or downstream of any one detention reservoir is
referred to as a direction. This mpvement alters the size of several
subcatchment drainage areas but only the location of one detention

reservoir. The search algorithm is basically a cyclic or alternate
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one-dimensional search technique [6]. It performs an optimization on
the locations for one reservoir at a time while holding all other

reservoirs stationary. The algorithm is illustrated in Figure VI-3.

The number of optimization problem solutions needed to locate the
best configuration is dependent upon the particular problem under con-
sideration. A given drainage basin with a maximum of n subcatchments
each with p possible sizes and therefore p possible detention
reservoir locations would generate a total of pn combinations. With
n equal to 3 and p -equal to 10, the result would be 1000 combinations.
This cyclic search approach would require only n(p-1) + 2 optimization
problems, or a total of 29 for the above example. For Vicente Basin,
only three subcatchments took on five positions each and the other had
four possible locations. Though a total of 100 possible combinations
results, it took the cyclic search routine a maximum of 13 iterations to
produce the optimal solution. Employment of this search routine to the
outer problem can considerably reduce the amount of computation and
therefore encourage consideration of a greater number of possible reser-

voir locations.

D. COMPUTATIONAL RESULTS

D.1 Behavior of the Search Ajgorithm

Contours of the function Z(d) are plotted in Figures VI-4 and VI-5
to illustrate the behavior of the cyclic search algorithm. The number of
possible locations for each reserveir (IMAX(J)) was set at five. Tables

VI-1 and VI-2 show the pertinent data used for solving the design problem.
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An important question is whether or not Z(d) is convex. Having
a convex problem is a guarantee that the cyclic search will locate the
global optimal design configuration. The incremental distance between
alternate detention reservoir locations, however, directly affects the
ability of the cyclic search to locate the optimal configuration. For
an excessively large increment, the algorithm may terminate at a design
other than the global optimum design. For Vicente Subbasin, an adequate
interval between reservoir locations would be the length of a city
block., The results that follow were not based on this distance, but
rather on a coarser set of locations.

The contour plots are representative of a plane through the surface
Z(d) created by all combinations of detention reservoir locations and
subcatchment sizes. BEach plot was genervated by calculating the optimal
solutions of all possible combinations resulting from two varying
subcatchments while holding the third subcatchment at a fixed position.
In this manner, a cutting plane generated 25 values of overflow, one
for each combination of the two varying subcatchments. Although a
coarse grid was used, the shaping of a nearly convex surface is visible. A
finer grid would further highlight the convex surface and the ability
of the search to locate the optimal design,

The contour map shown in Figure VI-4 was produced from a fixed
total storage capacity in Vicente Subbasin of 840,000 cubic feet. Sub-
catchment 2 was held fixed at its calculated optimal location. The
coordinate numbers 1 through 5 correspond respectively to an infinites-
imally small subcatchment area (furthest upstream location) to the

largest sizes considered (most downstream), as listed in Table VI-3.
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A somewhat better configuration than the one determined by the search
routine was located, as shown in Figure VI-5. The deviation of this
true optimum from the calculated optimum suppoerts the need for a smaller
discretization. Contour Map 2 shows the true optimum to be at location
2 on the abscissa for subcatchment 2 at location 4. The search routine
terminated at point 3 on the abscissa of Contour Map 1. Thus, the
search algorithm terminated at a point deviating from the true optimum
by one incremental location in subcatchments 2 and 3. Again, reduction

of the grid size used would hopefully reduce this error.

D.2 Total Storage Capacity Versus Overflow Volune

A graph of total storage capacity versus overflow volume was Subse-
quently developed. Using the predetermined design storm, various values of
total storage were used in the design model to obtain corresponding
overflow values. The curve resulting from this plot of points turned
out to be a straight line in the case of the Vicente Basin, as exhibited
in Figure VI-6. Total storage capacity used in the plot varies from a
minimum of 450,000 cubic feet. Below this value, the sewer pipes and
detention basins become overburdened when trying to control local
flooding resulting from the design storm. The maximum storage capacity
used for the plot was 1,100,000 cubic feet. This value virtually

eliminates all overflows to the receiving waters.

This straight line curve between storage and overflow exhibits
a slope of exactly -1.0. The significance of this slope is that for
each incremental increase in storage capacity, a corresponding
incremental reduction in overflow can be obtained. Verification that

the points on the graph are actually representative of the most
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efficient configuration and operation of the given storage capacities
is supported by the slope of this curve. The best that can be done to
curtail overflows is to utilize to capacity the storage available.
Support of this fact is given by a mass balance of flow over the total
system.

Entering Figure VI-6 with a limitation on overflow imposed by
environmental constraints would immediately designate the required
storage capacity needed to meet the overflow restrictions, based on
the design storm used, It should be remembered that Figure VI-6 is
based on an optimum allocation of storage within the drainage basin
which has previously been determined. Though the curve itself may seem
intuitively obvious, determination of the optimal allocation of these
total storages to give the corresponding minimal overflow is not a

trivial problem.

D.3 Vicente Subbasin Design

Vicente Subbasin was decomposed into a maximum of five subcatchments
and therefore a maximum of five possible detention reservoirs were
considered. Again, the outer problem implicitly optimizes over the
number of subcatchments. An infinitesimal drainage area is associated
with the elimination of a particular subcatchment, and therefore its
downstream reservoir. In the outer problem's optimization over all
the locations for the installation of detention reservoirs, the number

of associated subcatchments is therefore implicitly determined.




MOTAYIAD "SA HOVHOLS TVIOL

9-IA F4NOId

(¢44 . O1) 8bos0iS |Dj0)
B 0l 6 8 L 9 S oF

1 I _ ¥ ¥ I 1 I

211

0°¢

S'b

0’9

(M ¢ OI) SMO|3J8A0



212

RETENTION BASIN PROJECT COST

13
1974 | BASE DOLLAR
-
ol2 = —
S
[T
o
=T
Q
(v <
i
o
z 10 \
@
&
. \ -
o ° \
* Sk
- — (WET)
- 8
©
w 4
-2
3
(14
o T —
UPSTREAM
REAM |
(3]
0 1.0 2.0 3.0 4.0

BASIN VOLUME IN MILLIONS OF CUBIC FEET

FIGURE VI-7

DETENTION BASIN CONSTRUCTION COST [5]




213

For all the given total storage capacities specified, the optimum
number of subcatchments was always less than the original five. In
every instance at least one detention reservoir was eliminated, and
its storage put to better use elsewhere in the subbasin, Subcatchment
nuiber 1 in Figure VI-2 was always eliminated by the cyclic search in
locating the optimum configuration. Detention reservoir number 5, on
the other hand, located at the shoreline or peint of overflow, was
always eliminated by the inner optimization problem by assigning it
zero storage. The locations of the other detention reservoirs did not
vary by more than one increment. In view of this, all optimal configura-
tions based on various total storage capacities encompass a rather small
set of locations.

Due to the nature of the existing sewer pipe lines in Vicente
Subbasin, a large reduction in overflows was not achieved by movement
of the detention reservoirs. A difference of 25,000 cubic feet of over-
flow existed between the Master Plan reservoir locations (with a total
storage of 840,000 cubic feet) under an optimal operating policy and the
optimum locations obtained through use of this design model. This repre-
sents only about a 9% reduction, due to the fact that the pipe network
in Vicente Subbasin is capable of'transpor;ing'the sewage flow resulting
from the design storm to most of the possible locations of the detention
reservoirs. It should be noted, however, that there is possibility of
street flooding due to removal of upstream reservoirs that is not con-
sidered in this current model. Future models should properly include
this factor.

A revised simplex computer code using the explicit inverse method

was used for solving the linear operational problem. This problem had
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to be solved for each designation of design variables. The advantage

of the efficient search algorithm is clear when considering that each
linear programming solution took about 7 seconds on the CDC 6400 computer
at Colorado State University for M=7 time periods. Thirteen iterations
on the design variables, as carried out by the search algorithm, there-
fore required about 95 seconds, About 110,000 words of storage (in
octal) were required for the design problem, and were extremely sensi-
tive to the number of time periods considered. A value for M exceeding
seven would require more core storage than is currently available at

CSU. Future research will concentrate on decomposition and storage

reduction devices for this problem.

D.4 Extension to Least-Cost Alternatives

The cost curves in Figure VI-8 were developed from Figure VI-7,

Since the least-cost alternative for construction of the detention
reservoirs is desired, these curves are of use in minimizing total
construction cost. As reservoir size becomes larger the cost per unit
of storage capacity decreases. A reduction in total construction cost
is realized by an increase in reservoir size along with a reduction
in the number of storage reservoirs required. This curve demonstrates
the economy of scale in auxiliary storage reservoirs for San Francisco.
Because this curve is concave, linear programming techniques are
ineffective in minimizing over an objective function described in terms
of this cost curve.

The inner optimization problem minimizes overflows, as of now,
without regard to costs of construction. It was found, however, that

the inner problem could be minimized by several solutions, and not just




Cost of Construction (10€ $)

NORTy

90}

7.5

6.0

4.5

30t

215

Shoreline (Wet)

Upstream

|
05 1.0 1.5
Total Storage(10%ft3)

FIGURE VI-8

CONSTRUCTTION COST VS. TOTAL STORAGE

2.0

25



216

one. By generating the various nonunique optimal solutions, a cost of
construction can be found for various allocations of total storage
yielding the sam¢ minimum quantity of overflows. From a comparison of
these costs, the least cost alternmative may be selected. Operating

costs have not been considered in the cost minimization analysis. Due

to the automated control planned for operating the system, operating

costs would tend to remain constant. Also, economies of scale anticipated
from maintaining the system would tend to force the decision in the same
direction as construction costs. Construction costs have been considered
as an initial investment throughout this analysis.

Although the concave cost curve cannot be directly incorporated into
the linear programming problem, a simplified penalty function associated
with selected detention reservoirs will generate alternate nonunique
optimal solutions that give the same minimal total overflow. The least-
cost alternative can then be found among these solutions. The linear
programming problem incorporating cost minimization is dependent upon
input from the sclution of the optimum design problem. Given a deter-
mined optimum configuration and associated overflows, the cost problem
can be formulated. The cost problem contains all the constraints of
the inner operational problem, plus one additional constraint. This
additional constraint is derived from the objective function of the inner

operational optimization problem. The sum of all overflows must be less

than or equal to the minimum overflow determined previously by the
operational Iinear programming problem. The objective function for

this cost problem, consists of weighting factors or penalty coefficients
assigned to the maxinum storage capacity in each subcatchment. Adjust-

ment of these penalty coefficients are based on the available nonunique
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allocation of storage and the curves in Figure VI-8. By careful adjustment
of these coefficients, an indirect search for the least-cost alternative

is obtained.

The objective function for this modified problem is:

5
glnlmlze ‘El Pjsjmax
jmax ]
F=1; canid

Subject to: the constraints (4) - (9), plus the following constraint:

M *
g 0Lk) ffomin

k=1
The values for Pj' j=1;...s5 were respectively 1,0, 1.1, 1.15,
1.05, 1.20. The nonunique solution found by this set of weighting
factors contained only .fwo detention reservoirs, and yet still produced

-*
e mini overflow O . .
the minimum ov (o} adn

The cost of construction associated with this solution is 4.95
million dollars, based on a total storage of 600,000 cubic feet corres-
ponding to Alternative A of the Master Plan. This corresponds to a cost
of approximately 6.8 million dollars associated with the original
Master Plan design, or about a 25% decrease in cost. Though the optimal
design did not significantly reduce overflows, as compared to the original
Master Plan design, it is clear that significant reduction in cost was

achieved, at least for the given S5-year design storm.
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CHAPTER V - NOTATION
d = the vector of design variables (e.g., spatial location
corrdinates for reservoir placement)
D = the set representing constraints on reservoir placement
(e.g., spatial coordinates cannot be outside the boundaries
of the subbasin)

f(x) = the criterion function, which is basically total weighted
' overflows

lagged, lumped direct storm input to reservoir j , based

on rainfall R,(k) over subcatchment j produced by design
storm £ duriﬁg period k , as transformed by the rainfall-
runoff model (given)

£, (R (kD)

M = total number of discrete time periods

overflow to receiving waters released from reservoir 5,
during period k . 0= (0(1),...,0(M))

0(k)

discharge from detention reservoir j during period k .
Discharge Qs(k) goes directly into the interceptor.
_Q_‘= (Qj(k)l j=1!'°'75; k=1‘:"'..‘M)

Q, (k)

-'Qjmax = maximum discharge rates immediately downstream of reservoir
' j (given)

storage in detention reservoir Jj (associated with sub-
catchment j ) at the beginning of period k . The reservoir
is initially assumed to be empty, or §_(0) = 0. S = (S5.(k) ,
5] rviBy kmdsun oo MrD) ] J

.S?max = maximum storage available in reservoir j . Though it is
J actually a design variable, it is considered as a variable

in the operational problem. Eﬁax = (Slmax""’sSmax)

StOtal = total storage allocated to Vicente Subbasin (given)

x = the vector of operational variables (e.g., reservoir
releases and necessary overflows at discrete points in time
‘over the duration of the design storm)

X(d) = the set representing constraints on reservoir operation, for
a gdven design d (e.g., line and storage capacity constraints)

i

w(k) ,u(k) = weighting factors (given)
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CHAPTER VII

FEASIBILITY OF REAL-TIME PREDICTION OF URBAN RAINSTORMS

A. IMPORTANCE OF STORM PREDICTION IN REAL-TIME ON SYSTEM OPERATION

The approaches to design and control strategy discussed in Chapters
[V and V have assumed prior knowledge of the depth and duration of any
storm for which the system is to be designed or operated. Real-time
operation requires this knowledge or at least some estimate of it.
This means that any opiimal control strategy developed without con-
sidering uncertainty in storm parameters is incomplete. Although knowledge
of best possible system performance is useful, it is not self-sufficient
for purposes of design and evaluation and, at some point in the develop-
ment of the system, a method of storm prediction must be incorporated
in the control prediction model. Real-time optimal control requires
that estimates of interior and overall storm parameters be made. These
estimates may be updated as the storm progresses in time as actual data
becomes available and their uncertainty will thus decrease. However,

the uncertainty will never reach zero until the particular event is over

thus the best level of performance obtained is directly related to

storm prediction capability.

| A.1 An Example--Vicente Subbasin

As an example of the effect of storm uncertainty, the zero over-
flow curve concept described in Chapter IV can be used. Specifically,
the effect of an error in estimating storm duration on the most favorable
control level overflow curve of Figure 1V-6 can be examined. This curve
was developed by varying the control level as a function of storm
duration as shown in Figure IV-8. By assuming various errors in storm

221
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duration and using these incorrect durations to determine the control
level from Figure IV-8, new overflow curves can be constructed with
duration error as a parameter. Figure VII-1 shows the results of this
effort for both overestimation (+ duration error) and underestimation

(- duration error) of duration. The mazin objective of presenting this
figure is to demonstrate that such errors can have a significant effect
on system performance. The first observation of interest in this

figure is that the effect of overéstimating the duration is small
compared to that of underestimating. Overestimation errors of 0.5,

1.0 and 2.0 hours all produced the same overflow curve which departs
from the zero error curve only for durations less than about 0.25 hours.
The curves for underestimated durations, however, show larger departures,
particularly if the assumed duration was 15 minutes or less in which
case the overflow depth approaches that resulting from a ne control
strategy. One could conclude from Figure VII-1 that it is much safer

to overestimate the duration than to underestimate it for the particular

control strategy of Figure IV-8.

B. ANALYTICAL. APPROACH--MATHEMATICAL MODELS

The literature concerning prediction of time and space of storm
rainfall, has shown an evolution in both the statistical approaches to
this problem and the basic physical understanding of the phenomena.
The combination of these trends has resulted in a rather complete
stochastic modeling of the three major types of storms which exhibit
the quickly varying properties which have been frustrating attempts to
regulate the runoff from small urban basins,

Two major hurdles have stalled the purely statistical approaches

to modeling small scale and short time increment rainfall. The first is
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the dramatic change in the statistical properties which occurs if the
time scale considered drops below hours. Le Cam [2], Pattison [6], as
well as Grace and Eagleson [4] have demonstrated the complex nature of
the persistence phenomena foind in short time increment rainfall. Their
models, basically relying on Markov chains, have run into difficulties
simulating both the small-scale effects and the long-range time between
events simultaneously. This has been partially overcome by breaking the
problem into various {ndependent parts (i.e., time between storms and
the variation of point rainfall with time within an event). These parts,
modeled separately using Markev chains or Monte Carlo techniques, have
enabled many of the problems associated with simulating point rainfall
variability to be partially overcome. However, time increments in the
range of 10 minutes were found unsuited for Markov chains and other
techniques were suggested to simulate the serial correlations (Uxn Mode£s).
The second major hurdlie to the statistical modelers has been the
simulation of the small-scale temporal variability of point rainfall.
Wilkinson and Tavares [8] have described the difficulties of trying
to use Markov-type models to describe the point rainfall variability of
more than one point at a time while maintaining the appropriate cross
correlations. They propose using a Monte Carlo-type simulation, con-
strained by suitable descriptions of cross and serial correlations of
storm parameters. But, as the number of correlations needed equals
the number of possible conbinations of storm parameters, their model
was limited to only three descriptors of a storm for each point chosen
(382 = 3 but 4C2 = 6), This limited description of a point rainfall pattern

worked adequately for the time increments and spacings of gages on a
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river reservoir network with three gages but it is doubtful if it would
suffice for the more densely spaced gages of an urban raingage network
with short increments of time.

Within the past ten years, various researchers have begun to in-
corporate the growing body of knowledge concerning the physical makeup
of rainstorm activity. Building on the work of Byers and Braham [1]

a variety of researchers have identified a multitude of statistical
descriptors for the variety of distributed rain cell parameters. Many

of these endeavors have proved worthwhile for incorporation into models.
The rain cell, the basic source of erratic rainfall patterns, can be
simulated via its orientation, size, growth and decay cycle, and its
relatively regular internal distribution of intensity along its axes.

This type of rainfall simulation was attempted by two teams of researchers
whose work, fortunately, is complementary.

Sorman and Wallace [7] using a model based on eight statistical-
based descriptors of rain cell activity have created a model in which
cells are generated, grow, decay, move (relative to the wind) and

contribute definable distributed rain intensities. They use coordinate

h frames which move with each major cell (sequentially) and another,
stationary, frame which is used to relate the meteorological activity
to the stationary raingages on the ground. This model which has ade-
quately simulated thunderstorm's internal spatial and temporal varia-
bility uses complete distributions of the values associated with the
relevant parameters., Grayman and Eagleson [5] have adapted a slightly
compromised approach to the complete distributions of cell parameter
values., In designing a model consisting of different distinct discrete
levels of activity, each represented by squares of unit size nested

within the larger squares of encompassing levels, they have overcome
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some of the limitations inherent in Sorman and Wallace's model. Having
single valued ratios to describe the intensity of activities in those
particular squares which are activated by probabilistic switches, their
model (though simplified) is capable of simulating the more extensive
nature of fronts and squall lines which were not considered by Sorman
and Wallace, Their model, also using a moving frame of reference,
(moving with the entire storm rather than a particular cell) has the
various levels of activities swifched on and off within the constraints
of the distributions and correlations thereby representing the passage
of a cell (for example) as a square wave with internal uniform rainfall
distribution,

Both of these simulation models appear to have application to some
form of model which, given initial conditions, could predict the most
‘probable outcome, but as they exist it would take major revision to
accomplish this.

A bibliography of mathematical modeling of rainfall appears in

Appendix A.

C. EXPERIMENTAL APPROACH--WEATHER RADAR

The primary function of a raingage network in the urban wastewater
control system is to provide real-time data on rainfall that has occurred.
This information may have some value in storm prediction, but the value
is limited because of the practical limitations on the spatial extent
and density of the network.

In order to overcome the deficiencies of raingage networks in pre-
dicting the intensities and volumes of precipitation delivered to the

ground from showers, thunderstorms and other types of storms, researchers

have developed weather radar systems to augment or replace raingage networks.
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€.1 Basic Concepts

In a weather radar system, a pulse of electromagnetic energy is
directed out in a conical beam f£rom the radar antenna.. Raindrops in
the path of the beam are energized according to thé properties of the
raindrops and the electromagnetic intensity of the beam. The raindrops
reradiate the energy into space. A portion of the reradiated energy
is collected by the radar antenna. The signal from the antenna is
amplified, processed and displayed, and stored for future use.

The electromagnetic energy reradiated from precipitation falling
through a radar beam is proportional to the size and number of raindrops.
Because the terminal velocities of raindrops are proportional to the
size of the drop the reradiated energy is proportional to the rainfall
intensity.

By adjusting the received signal strength to reflect the loss of
electromagnetic intensity with distance between the storm and the radar,
the sipgnal received back from & Storm can be related directly to the
rainfall intensity.

The location of a rainstorm is determined by measuring the time
taken for the radar signal to travel to storm and back (the energy
travels at the speed of light) and by noting the direction in which the
radar antenna is pointing. The rainstorms within the radar range can be
located by rotating the antenna 360°.

The radar signal from a2 rainstorm is called an echo. The echo
can be displayed as the planview appearance of the storm at ground
level. An example of this kind of display is shown in Figure VII-Z.

In the figure, the location of the weather radar is represented by the

center of the circles.
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At 1400 hours on August 12, 1972, the radar scope was clear. There
were no echos visible. At 1415, the five small echos appeared on the
scope in the eastern region at a range of approximately 90 km. One-half
hour later the five small echos had coalesced into one echo and had
moved toward the west. One hour after the storm had appeared on the
radar scope, its direction and speed of motion could be estimated.

The radar echo traces shown in Figure VII-2 illustrate that the
weather radar can locate the regions of precipitation accurately and
on a real-time basis. Echo images can be obtained once per antenna
rotation if this is considered necessary. With some prior knowledge
of storm track behavior, a good prediction of the track for the life
of the storm can be made soon after the echos have appeared on the scope.

The outline of the echo represents a very low intensity rainfall.
The value of this threshold intensity is related to the radar system's
minimum detectable signal and on the distance between the radar and the
storm. The minimum detectable signal is the smallest level of incoming

electromagnetic energy that can be identified uabove the noise level in

‘the radar system. The minimum detectable signal for a good weather radar

would correspond to a rainfall of approximately 0.1 mm/hr at a range of

'50 km.

The outline of the ground surface covered by the radar echos in
their course of travel is called the storm composite. A Storm composite
for the €Carrizal, Venezuela region on the afternoon and evening of
August 8, 1972, is shown in Figure VII-3. The composite contained
tracks of many storms which occurred that afternocon and evening.

The composite revealed the nonhomogeneous distribution of rainfall

over the region. Thirteen of the 40 raingages in the regional network
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inside the 60 km radius from the radar received no rain and eight of
the 22 raingages in the line network were dry.
The range of weather radar can be varied. That is; the outer
edge of the radar scope representing the 100 km radius circle in
Figure VII-3 can be changed to represent 150 km or 50 km by turning a
switch. The region of interest in the Venezuelan hydrometeorological
experiment was the 60 km radius circle but storms were tracked into
this region from as far away as 150 km by using the long range capability

of the weather radar.

C.2 Intensities with Radar

The radar senses the number and size of the raindrops in the volume

of space sampled by the electromagnetic beam. If it is assumed that the

raindrops are falling at their terminal velocities, then the radar

signal is proportional to the rainfall intensity.

The minimum volume of space sampled by a radar beam is illustrated
in Figure VII-4. The radar beam is described by the horizontal beam
width angle and the vertical beam width angle © . At all ranges R ,
the length of the volume sample along the beam axis is r . The value
of r is one-half the product of the speed of light c and the electro-

magnetic pulse width 1 or

The yvalue of c¢ is approximately 300,000,000 m/sec and for the
Venezuelan radar, 7t was |l ms. Therefore, r was 150 kn.

For horizontal and vertical beam width of 2°, thé volume sampled
at a range of 100 km (R=100 km) is approximately 1.5 cu km. The sample

area normal to the direction of rainfall is approximately 0.5 sq km.
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Thus the minimum area sample that can be obtained by radar is orders
of magnitude greater than the area sampled by a single raingage.

The variation of signal strength (and rainfall intensity) with
position can be obtained by recording the signal from various ranges
through the storm. The intensity structure of a large storm is shown
in Figure VII-5. The areas shaded dark were areas of intense rainfall
(approximately 60 mm/hr). The lighter shaded areas had less intense
rainfall,

The intensity pattern shown in Figure VII-5 illustrates the complex
structure of this Iarge storm at a moment in time. At 0700 hours on
September 2 the storm consisted of a small intense precipitation core

near the western (leading) edge, another very small but intense core

further north and a large low-intensity area.

If the storm is intensity contoured as illustrated in Figure VII-5
and tracked as illustrated in Figure VII-2, the entire rainfall event
is then mapped. The time variation of rainfall intensity for a1l 0.5 sq km
regions within the range of the radar can be computed. If the radar
signal is processed by an on-line computer, the complete real-time
rainfall information for the region can be obtained.

The calibration of the radar with respect to rainfall intensity
is one of the most difficult problems associated with weather radar.

In the past, the calibration was done in two phases. The properties of
the radar system were determined by electronic calibration and by using
a radar target with known electromagnetic transmission properties.

After the radar electronics were calibrated, the radar signal strengths

from storms were compared with rainfall intensities measured by rain-

gages., The radar versus raingage comparison has never been good.
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In many cases the comparisons were not possible because of the poor
time resolution of the raingage observation (for example, Woodley and
Herndon, [10]). Even with good time resolution in the raingage record,
a good radar versus rainfall correlation cannot be expected because
the two systems are not sensing the same sample. The principle problem
is that the radar samples as 1.5 cu km volume of raindrops over an area
of 0.5 sq km whereas one raingage sampled an area of 3 x 1078 sq km.

1f weather radars are placed in urban areas, the opportunity exists
to perform much more accurate calibration of radar intensities. This
accurate calibration could be obtained by employing some impervious area
of the city as an equivalent to a large raingage sampling an area of
the same size as the radar beam. The calibration would be difficult

and expensive to perform but only one calibration is needed.

C.3 Some Advantages

The weather radar meets all requirements for an urban rainfall
data gathering and processing system, The weather radar samples the
entire urban drainage area on a real-time basis. The weather radar
can pick up and track storms moving into the drainage basin and can
‘be used to predict storm tra¢k and travel times over the drainage
basin accurately, In comparison with raingage networks, the weather

radar is at least one generation advanced.

D. RAINGAGE NETWORKS

An adequate knowledge of the real-time spatial distribution of
rainfall is a critical requirement in the design and operation of storm
drainage systems in urban regions. A good urban rainfall data gathering

system consists of these features:
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1. Devices for sensing rainfall intensity must be accurate

2. The sampling time for rainfall intensities must be ade-
quate. Five minute average samples would be sufficient.

3. The intensity samples must be collected at enough points
in the drainage area to adequately define the spatial
variation of intensity at any time.

4. The real-time production of rainfall information is
necessary.

5. A reliable system for transmitting the rainfall data is
required.

6. The capability of providing sufficient data for use in
predicting rainfall in different regions of the drainage

system is desirable.

The automated raingage system in San Francisco [3] is one of the
most advanced systems being employed to collect urban rainfall data.
This system consists of 30 remote raingages distributed over the San
Francisco area. The raingages are connected by leased telephone lines
to a minicomputer which logs the rainfall data. The software for the
minicomputer includes a timer routine and a routine for calculating
the five-minute intervals of maximum rainfall intensity for each hour
of the day.

The San Francisco rainfall sensing system fulfills most of the
requirements for a good rainfall system listed above. However, the

density of the network may be insufficient to adequately define the

spatial variation in intensity within the city and the limitation on
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The spatial uniformity of rainfall intensity and the size of the
storm determine what an adequate spatial sample is. For example, a
raingage is an adequate sample of the rainfall into an evaporation pan
located adjacent to the raingage. Each storm passing over the raingage
almost certainly passes over the evaporation pan.

If the rainfall intensity is umiform over a wide area, then a
single raingage is an adequate spatial sample. Usually low-intensity
rainfall is more uniformly distributed than high-intensity rainfall,
Low-intensity rainfall is produced by large frontal systems. Other
types of weather systems produce extreme gradients in precipitation

intensities,

D.1 Example Using Venezuela Network

Time and space variations in rainfall intensity are illustrated
in Figure VI1-6. The intensities shown in Figure VII-6 are station rainfall
intensities obtained with the raingage and event recorder which gave
the time to the nearsst one-tenth second for 0.01 in. of rain to collect
in the raingage. The storm was a squall line moving over the central
plains of Venezuela at a speed of 18 m/sec. The storm required 35
minutes to pass over the raingage and produced 10.0 mm of rain in the
raingage. The maximum recorded intensity was 70 mm/hr; that is, 0.1 in.
of rain fell in 13.0 seconds.

If it is assumed that the squall line was stationary with respect to
time for 35 minutes at least, then the time axis in Figure VII-6 can be
Teplaced by a space axis with a length of 37,8 km corresponding to the
time scale of 35 minutes. Then the intenmsities in Figure VI1-6 represent

the intensities over 37.8 km of space in the direction the storm was
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moving. We see that the storm consisted of a major cell of high
intensity precipitation approximately 8 km long and a smaller cell
approximately 4 km long following behind.

At the raingage, 50 percent of the rain from the passing squall
line occurred in 16 percent of the time and 90 percent fell in 50 percent
of the time. That is, most of the rainfall from this storm fell in a
very short period of time.

The changing of the time record at a raingage to a space record in
the direction of storm movement can be accomplished only if the storm
‘velocity is known. Knowledge of the storm structure is required if
the raingage record at a station is to be used to infer rainfall
amounts normal to the direction of storm movement.

Three sets of daily records from 22 raingages each spaced approxi-
mately 5 km apart and aligned in a row nearly normal to the direction
of storm travel are shown in Figure VII-7. This row of raingages was
a part of the regional network designed for a hydrometeorological
experiment conducted in Venezuela in 1972. The location of the raingage
network is shown in Figure VII-8. The row of 22 gages is the north-south
row through the center of the 60 km radius circle.

On September 1, 1972, a large storm developed over the study arsa
and moved slowly pormal to the raingages. The storm grew to a maximum
size of more than 11,000 sq km and then dissipated. The arithmatic
average of the rainfall collected in the 22 gages for the storm was
69.6 mm. The storm rainfall at each of the 22 raingages is shown in
Figure VII-7a. The bars represent rainfall amounts and are spaced
according to position of the raingages on the ground, The most northarly
raingages are on the left hand side of the figure and the most southerly

raingages are on the right hand side.
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The variation of the point rainfall along the north-south cross-
section of the storm was large. The maximum storm rainfall recorded
was 161.7 mm. Ten kilometers away, the total rainfall was 67.3 mm,
less than one-half the maximum value. On the southern end of the row,
the rainfall was only 22.7 mm., The storm pattern depicted in .

Figure VII-7a indicates two central core regions passed over the row.
One core passed through the center of the row and the other passed over
the northern end of the row.

The point rainfall intensities associated with the September 1
storm at Oscuro and Carrizal are shown in Figures VII-9 and VII-10.
The intensities in Figure VII-8 are for the raingage immediately north
of the gage with the maximum rainfall. The intensities shown in
Figure VII-10 are for the raingage located at the center of the study
area shown as Figure VII-8. The time variations of intensities at
both gages were large. The peak five-minute intensities recorded at
Oscuro was 120 mm/hr which occurred between 0630 and 0635 hours on
September 2, At Carrizal, the peak intensity was 85 mm/hr between
0800 and 0805 hours,

The line network rainfall for June 12 and June 15, 1972, are also
shown in Figure VII-7. The line averages on these two days were 14.9 min
and 14.2 mm--nearly the same. However, the lateral distribution of
rainfall was different. On June 12, the southern one-half of the line
network received nearly all the rain, whereas on the 15th, the rain was
distributed more equally over the line. Still on June 15 the lateral

precipitation gradients in daily precipitation were large.
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D.2 Some Limitations

Qverall raingage networks have severe limitations in sampling
rainfall over a drainage area. Most recording raingages fail to record
the very high intensity rainfall rates accutrately. Even the most dense
raingage networks vield a poor spatial sample of the intensities that
occur at any time. Studies of Florida showers and thunderstorms by
Woodley, Norwood and Sanche [9] show that on the average only about
10 percent of the area precipitation (the inner-most intense core)
accounts for approximately 50 percent of the total rainfall. They
noted

"...that the minimum mesn disStance between the precipi-

tation core and the edge of the shower was only 2.8 nautical

miles--a very small space compared to the distance between

raingages in southern Florida. As a consequence, it is
physically impessible to make volumetric precipitation

estimates from isolated showers using raingages."

In the San Francisco storm drainage area of 28,500 dcres, the
catch area of the 30 raingages is approximately 9,000 sq. cm. The
ratio of catch area to the total area is approximately 1 to 100
billion. The even distribution of these raingages over an area results
in a network which samples on the average, only the low intensity region
of convective-type storms. The probability is that the high-intensity
core of a convective storm will not pass over a raingage.

E. NEED TO EVALUATE EFFECTS OF STORM PREDICTION UNCERTAINTY ON
SYSTEM PERFORMANCE

Because of the additional difficulties in optimal control develop-
ment presented by storm uncertainty a logical approach is to assume
zero uncertainty in the initial stages of the process. Once a model

or procedure is developed to generage optimum Strategy, a sensitivity
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analysis can be performed in which the effect of various degrees of
storm uncertainty on system performance is evaluated, The specific
manner in which the uncertainty is specified may depend on the nature
of the strategy prediction model or method. Various depth-duration
probability distributions or specific errors in depth and/or duration
could be assumed and their effect on system performance observed,
With this information, a quantitative judgment can be made as to the
degree of importance and nature of the storm prediction model to be
developed for inclusion in the final control software package. This
model should be optimized in the sense that it should be designed for
the specific purpOSe.of'providing necessary input to the control model

rather than being the best general purpose storm prediction model.

F. CONCLUDING COMMENTS

It can be safely concluded that the entire question of storm
prediction for application to real-time urban wastewater system control
is a topic for much-needed research. As discussed in the previous
section, it is first necessary to determine the detail and accuracy
required. When this is accomplished, the prediction method can be
developed with these requirements as objectives using perhaps the
advantages of both the analytical and experimental approach. The use
of long-range radar data as input to a mathematical prediction model
with continuous update capability could result in predictions with
much lower uncertainty than present methods.

The use of weather radar as alternatives to urban raingage net-
works should be seriously considered. Raingage networks have a number

of built-in disadvantages as pointed out earlier.
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Real-time continuous time and space prediction of urban Storms
may have many spillover benefits, as well. For example, police patrols
could be deployed in real-time as determined from an accident simulation
model, with rainfall as an input. In our emerging cybernetic society,

there will be many uses for reliable, real-time weather information.
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