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ABSTRACT OF DIS SERTATION 

CMOS-COMPATIBLE ON-CHIP OPTICAL INTERCONNECTS 

The increase in complexity of integrated circuits (ICs) over the past five decades has 

resulted increasing demands on the interconnect layers. In the past decade, the ability of 

conventional "electrical signal down a metal wire" interconnect to keep up with the increasing 

demands placed on interconnect has come more and more into question. To meet the 

increasing demands on interconnect and to get around the limitation of conventional "metal 

wire" interconnect, various forms of optical interconnect have been proposed. 

In the Optoelectronics Research Group at Colorado State University, we have 

conceived, developed and investigated a proposal to place a nanoscale fiber optic network on 

an integrated circuit. In contrast to other proposals which use materials and processing which 

are arguably not part of a standard CMOS process and thus raise equipment compatibility or 

contamination concerns, our proposal uses materials that exist in any reasonably standard 

CMOS process. This compatibility greatly reduces barriers to adoption. Waveguide cores are 

made from silicon nitride (a standard dielectric film), while the waveguide cladding is made of 

various types of silicon dioxide (another standard dielectric film). Photodetectors in the 

system are made from polysilicon, a standard gate material. Two generations of optical 

interconnect test chips were fabricated in a standard CMOS process at a commercial 

fabrication facility with a few minor variations to meet the needs of the test chip. 

Following fabrication of each generation of the optical interconnect test chip, the 

devices on the test chip were characteri2ed for both DC and AC performance. The waveguide 

loss, which was expected to be between 0.5 dB/cm and 2 dB/cm, was found to be much 
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higher than expected, approximately 8.5 dB/cm. This value was essentially independent of 

waveguide width from 0.5 |!m to 8 |Im. This high waveguide loss was attributed to an 

unexpected absorption mechanism in the phosphosilicate glass (PSG) form of silicon dioxide 

which made up part of the lower cladding. 

Detector dark current was extremely low, typically 5 nA or less at a 5 V bias for all 

device si2es. Dark current was found to follow the hyperbolic sine I-V curve that is 

characteristic of undoped polysilicon due to thermionic emission over the polysilicon grain 

boundaries. First generation DC responsivity was measured as high as 0.35 A/W at 654 nm, 

while second generation DC responsivity measured as high as 1.3 A/W at 690 nm. The higher 

responsivity observed on second generation material is attributed to the additional thermal 

processing seen by second generation material. Responsivity increased at smaller contact 

spacing, however no sign of saturation in responsivity was observed at the smallest contact 

spacing in this work, 2.14 \lm. This suggests that devices with even smaller contact spacing 

should have even higher responsivity. The dependence of responsivity 9? = 9t 
\+KflW\ 

• s2 

on voltage V and contact spacing S, suggested that the detectors worked as photoconductors 

rather than photodiodes. (I is the carrier mobility, 1 is the carrier lifetime, and K depends on 

the ratio of bulk recombination to contact recombination. Further suggesting a 

photoconductive, rather than photodiode, principle behind the response was the fact that the 

photocurrent in the symmetric detector structure increased with voltage, showing no signs of 

saturation all the way to device breakdown. 

AC testing of second generation devices measured pulses with full-width half-max 

(FWHM) as low as 0.89 ns and 10% - 90% rise times as low as 0.39 ns. The values are 
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equipment-limited, as we were unable to generate Gaussian optical pulses with FWHM much 

less than 600 ps. In addition, the transimpedance amplifier (TIA) used to convert the 

photocurrent signal into a voltage had a 1 GHz bandwidth, which limits the measureable rise 

time. The shape of the detector photocurrent response to a Gaussian optical input indicated 

that more than one recombination mechanism was present. An extremely good fit to the data 

was found by combining a bulk recombination process that dominated at lower optical power 

levels with a contact recombination process that became dominant at higher optical power 

levels. 

DC responsivity and AC pulse width were both affected by a photoconductive gain 

process. This process allowed more than one carrier to be counted in the external circuit for 

every absorbed photon, resulting in quantum efficiencies as high as 234%. However, the same 

photoconductive gain process effectively allowed carriers to live longer than the transit time 

between the contacts, causing an exponential decay process to be observed in the AC pulse 

response and increasing the FWHM of the output pulses. The gain process is due to barrier 

lowering at the Schottky contacts, enhanced by capture of photogenerated charges in states 

physically near the contacts. 

The detectors and waveguides studied in this work were part of an optical interconnect 

system. The second generation test chip included a 0.83 cm, 16-node optical clock distribution 

H-tree, with TIAs and phase comparators at the end nodes of the H-tree. In related work, this 

H-tree was used to distribute an optical clock signal across the test die, thus validating the 

concepts behind this proposal. Link budget analysis indicated that measured performance did 

not meet design goals, with 390 p,W of optical power being required at the input to the optical 

H-tree instead of the 26 JlW in the design goals. This was largely due to unexpectedly high 
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splitter and waveguide losses. If losses in these two areas could be reduced to values typically 

seen in the literature while still maintaining the high measured responsivity values, then the 

design goal of lflA. of photocurrent from the detectors at the ends of the optical H-tree could 

be generated with 48 |lW of optical power entering the optical H-tree. 

Robert Elliott Pownall 
Department of Electrical and Computer Engineering 

Colorado State University 
Fort Collins, CO 80523 

Fall 2009 
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C h a p t e r 1 

INTRODUCTION AND MOTIVATION FOR ON-CHIP OPTICAL 
INTERCONNECTS 

1 Trends in Integrated Circuits 

Since the invention of the transistor at Bell Labs in 1947, the invention of the integrated circuit 

(IC) at Texas Instruments (TI) in 1959 and the development of the microprocessor (largely at 

TI, Motorola and Intel) in the mid 1970s, two trends have been prominent in IC and 

microprocessor design. First, as shown in Figure 1, the trend in ICs has been to physically 

larger die sizes, approaching 2 centimeters by 2 centimeters in recent designs. Second, the 

trend in transistor design has been to physically smaller dimensions, with minimum feature 

sizes going from tens or hundreds of microns in the 1960s to 45 nanometers or less in current-

day leading-edge production processes, as shown in Figure 2. As a result of these two trends, 

IC designers have been able to crowd more and more transistors on a die, with recent leading 

edge microprocessor designs approaching a billion or more transistors each. However, for a 

microprocessor, or any IC design, to work correctly, input signals must be brought, intact, to 

appropriate points in the design. In synchronous logic circuits, such as microprocessors and 

semiconductor memory, one of the most important input signals is the clock. 
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Figure 1: DRAM die size vs. year, 1988 to 1999, reproduced from [1] 
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Figure 2: Logic technology node and transistor gate length versus calendar year, reproduced 
from [2] 

2 Implications of these trends 

As integrated circuit die sizes become larger and larger (i.e. Trend 1), the distance clock signals 

must travel also grows larger. Assuming that the number of transistors on a die grows linearly 

with the die area, Rent's Rule [3] implies that the interconnect length will grow at a rate 

between (die area)0'5 and (die area)05. Since a growth rate exacdy proportional to (die area)0'5 

implies growth at the rate of the die size dimensions, Rent's Rule implies the interconnect 

length grows at least as fast as the increase in die size dimensions, but slower than the increase 

in die size area. [4] With longer distances (i.e. increased global interconnect length) comes 

longer signal propagation times, even for clock signals moving at an appreciable fraction of the 

speed of light. With current microprocessor designs running at clock frequencies in the 

multiple GHz range, picoseconds, let alone nanoseconds, matter, as shown in Figure 3. 

2 



Delay 
(ps) 

650 500 350 250 180 130 100 
Generation (nm) 

Figure 3: Gate and interconnect delay vs. process generation, reproduced from [5] 

Even more significant than the increased signal propagation times due to increased global 

interconnect length is increased signal dispersion. The metal lines on the die act as 

waveguides, somewhat similar to stripline or microstrip in a microwave circuit. [6] As the 

electric field in the waveguide is propagating in a hybrid TM-TE mode1, the signal velocity will 

depend on the frequency. Since the clock is a square wave, it contains signal components 

ranging in frequency (in theory) up to infinity. (However, as shown in Chapter 2, for a square 

wave only frequencies up to about 10 times the fundamental square wave frequency are 

important.) The result of different signal velocity with frequency is a distortion ("smearing 

out") of the square wave clock signal. If the signal becomes sufficiently distorted, then 

accurate clocking can no longer be assured. 

1 Since the dielectric surrounding the metal lines is not radially symmetric, the line cannot support a TEM wave. Indeed, for 
the top levels of metal, the ones most commonly used for clock, the electric field will extend into the air above the die. If 
the line propagated a TEM wave, then the phase velocity of the TEM wave in the dielectric would be c/n, while in the air 
the TEM phase velocity would be c. As a result, a phase match at the dielectric-air boundary would be impossible. 
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As transistor dimensions shrink (i.e. Trend 2), the cross-sectional area of the wires carrying 

clock signals shrinks, increasing die resistance of die wire. In addition, the distance between 

wires carrying clock signals and other wires shrinks, both laterally and vertically. This results in 

increased capacitance between clock wires and the rest of the circuit. This combination of 

increased resistance, R, and increased capacitance, C, results in increased RC time constant 

delays. 

2.1 Increases in clock skew, signal latency and clock jitter 

The combination of these two factors (increased global interconnect length and increased RC 

time constant delays) results in increases in clock skew, defined as the difference in arrival 

times between the source of the clock and various clock-using nodes on the integrated circuit. 

[7] 

Increased global interconnect length is also leading to problems with signal latency, defined as 

the delay between when a clock signal enters the clock distribution path and when the signal 

reaches it destination at the end of the path. If there was only one entrance and one end in the 

clock distribution network, then there would be no problem with signal latency. However, a 

typical clock distribution path has a number of endpoints. In the commonly-used H-tree clock 

distribution network, the number of endpoints is equal to the size of the tree. (i.e. A 16-node 

H-tree has 16 endpoints.) 

Even here, if the signal propagation velocity down the metal lines of die H-tree was identical 

throughout the H-tree, there would be no problem. As noted above, the metal lines on the die 

act as waveguides. As a result, the propagation velocity is highly dependent on the 

surrounding materials and structure geometries, as well as the distance and shape of the 

ground reference plane. Exacerbating this effect is process variation across the die. Intra-die 

process variation also impacts the transistors used for repeaters in the H-tree. As such, 

identical propagation velocity throughout the H-tree cannot be assured, so differing amounts 

of signal latency through the H-tree is almost inevitable. 

A related problem is an increase in clock jitter, defined as the variation of the leading and 

trailing edges of the clock signal with respect to an ideal reference clock signal. The 
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capacitance between metal lines depends on the voltage difference between the lines, (i.e. Two 

metal lines which are at the same potential have no capacitance between them.) As geometries 

shrink, so that metal lines become closer together and interact more, it becomes more likely 

that the capacitance between the lines will vary. This variation will be hard to simulate and 

model. This variation in capacitance results in quasi-random variation in the RC delay 

associated with the line, and thus in quasi-random time delays associated with any clock signal 

traveling down the line. 

The effects of increased signal latency and increased global interconnect length on each 

microprocessor generation, resulting in worsening clock skew, timing delay and jitter, as well as 

factors such as power consumption and area, are driving the investigation of alternate 

interconnect technologies for on-chip use. 

3 Solutions to the problems of increased clock skew, signal latency and clock jitter 

Due to the increases in clock skew, signal latency and clock jitter discussed above, researchers 

in both industry and academia are investigating alternate interconnect technologies for clock 

distribution. By "alternate", this work means interconnect technologies which are not based 

on existing "send a signal down a metal wire" methods. 

3.1 Non-optical alternate interconnect technologies 

Two of the alternate interconnect technologies that have been investigated for clock 

distribution are three-dimensional (3-D) techniques and RF techniques. 3-D interconnect 

involves the use of more than one silicon chip substrate, typically wafer bonded together, to 

give smaller die sizes by using vertical interconnects as well as lateral interconnects. RF clock 

distribution could bypass the interconnect problem entirely, by broadcasting the clock signal 

from a central source, with each chip receiving the clock signal using an on-chip antenna made 

from metal wiring, as shown in Figure 4 and Figure 5. [8] 
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3.2 Optical alternate interconnect technologies 

A third alternate interconnect technology for clock distribution is optical interconnect, the 

possibility of which was well known by the early 1990s. [9] Optical interconnect technology 
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can either be free-space or on-chip. As free-space optical interconnects are targeted for chip-

to-chip applications [10, 11], this work investigated on-chip optical interconnects. 

4 Advantages of on-chip optical interconnect technologies 

On-chip optical interconnects offer several advantages, when compared to conventional 

electrical interconnects: [12] 

• Higher signal propagation velocity (on the order of c/2) when compared to electrical 

interconnects, which have signal propagation velocity on the order of c/6. [10] 

• Elimination of RC time delays, leading to higher bandwidths 

• Elimination of cross-talk and electro-magnetic interference (EMI) 

• Improved clock skew and jitter performance 

• Lower power dissipation 

Since power dissipation is becoming at least as big an issue as global interconnect skew / delay 

in modern integrated circuit designs, this last point is especially significant Current estimates 

are that 30% to 50% of total chip power consumption goes to global interconnect. [13] 

5 Existing optical interconnect technologies and their disadvantages 

One disadvantage shared by most of the proposed optical interconnect techniques is the use of 

processing techniques or materials which are not part of a standard CMOS process flow. (e.g. 

Optical waveguides of SU-8 epoxy-based photoresist or other polymers [14-16].) Other 

proposed techniques use valuable silicon real estate for their detectors. [17] Since existing 

electrical interconnect techniques have none of these drawbacks and are, for now, performing 

adequately, the above disadvantages are strong disincentives for the adoption of optical 

interconnect technologies by large-scale CMOS wafer fabrication facilities. 

6 Advantages of the proposed on-chip optical interconnect technology 

The on-chip optical interconnect technique investigated here uses waveguides with silicon 

nitride cores and tetra-ethyl ortho-silicate (TEOS) based silicon dioxide cladding, as well as 
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photodetectors made out of polysilicon. These are materials which exist in any standard 

CMOS process, and so involve no non-standard processing. In addition, the polysilicon 

detectors can be placed at any point in the back-half of the process, and so take up no valuable 

silicon area. (Placement after first-level metal deposition may require a low-temperature 

polysilicon deposition technique.) Since light is guided to the detectors with optical 

waveguides, there is no need to keep the area above the detector clear for normal incidence 

light. The use of standard materials and processing techniques in the work described in this 

research lowers the barriers to potential adoption of this technique.2 

7 Executive summary of the operating principles behind the proposed on-chip 

optical interconnect technology 

As noted earlier, light is guided to the detectors by use of optical waveguides based on the 

principle of total internal reflection. At the detectors, light is leaky-mode coupled to the 

polysilicon photodetector by means of the evanescent field extending from the lower-index 

silicon nitride waveguide. Since the light couples to the detector for the entire path length of 

the waveguide as it crosses the detector, the fraction of power absorbed in the detector is 

much higher than with vertical incidence photodetectors, lowering the amount of optical 

power which must be delivered to the detector for a given photocurrent. In the polysilicon, 

photons generate electron-hole pairs, which lead to a photocurrent when a bias voltage is 

applied. A transimpedance amplifier is used to convert the photocurrent to a voltage. To 

reproduce a clock signal, the optical source is square-wave modulated, resulting a square-wave 

modulated photocurrent, then a square-wave modulated voltage. 
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Luxtera's technology uses silicon waveguides carrying near-IR laser light and uses silicon-germanium photodetectors to 
convert the light back into a voltage. From one standpoint, Luxtera's technology is CMOS-compatible. It is, after all, being 
made in co-operation with Freescale Semiconductor, at one of Freescale's large CMOS wafer fabs. From another 
standpoint, Luxtera's technology is not-so-CMOS-compatible. It requires a wafer fab which is both capable of working with 
germanium and familiar with working with germanium. While not rare, experience in SiGe technology is at least somewhat 
uncommon. However, if a fab already has SiGe technology, or if the fab owners / managers want to get into SiGe 
technology, to access the higher performance of SiGe, then access to Luxtera's technology might prove to be a factor to 
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C h a p t e r 2 

BACKGROUND OF OPTICAL WAVEGUIDES AND POLYSILICON DETECTORS 
AND THEIR CHARACTERIZATION 

1 Introduction 

This chapter will provide background on the theory and practice of optical waveguides, 

with Section 2 covering Snell's Law and the concept of total internal reflection, Section 3 

discussing evanescent fields, Section 4 discussing radiation modes and Section 5 discussing 

optical coupling via evanescent fields and radiation modes. In addition, the theory behind 

the polysilicon detectors used in the on-chip optical interconnects will be discussed in 

Section 6, including the concepts of photoconductivity and photoconductive gain. Section 

Section 7 is a discussion of Schottky contacts. DC characterization of optical waveguides 

and polysilicon detectors will be discussed in Sections 8. Section 9 will discuss some of the 

theory behind AC characterization of the detectors. Finally, a review of the literature of 

on-chip optical interconnects and related topics will be presented in Section 10. 

It should be noted that this chapter is devoted to knowledge which existed prior to the start 

of the research discussed in this work. In some cases, this knowledge proved to be irrelevant 

or inapplicable to the structures and devices studied in this work. Those cases will be noted 

when the appropriate background material is discussed. 

2 Snell's Law 

The concept of an optical waveguide is implied by Snell's Law, discovered by Willebrord 

Snellius in 1621. In its most basic form, Snell's Law can be stated as«, s i n ^ —n2 sin#2 , 

where nt and n2 are the indices of refraction of medium 1 and medium 2, respectively, 

while 6, and 62 are the angles between a propagating ray and the normal to the interface 

between the two materials, as shown in Figure 1. (As with almost any relationship having 

to do with electromagnetism, Snell's Law can be derived from Maxwell's Equations and 

the appropriate boundary conditions. For example, see [1], pp. 302 — 304.) 
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Figure 1: An example of refraction at an interface, with n2 > n1# From Snell's Law, 92 must 

be less than 0,. (Illustration adapted from http://en.wikipedia.org/wiki/Snell%27s_law) 

As a concrete example, if material 1 is an optically dense medium, such as water (n=1.33), 

while material 2 is an optically less dense medium, such as air (n=1.00), then it is obvious 

that for some 6l5 sin62 must be equal to 1 for Snell's Law to be satisfied. The 8, for which 

sin62 must be 1 is called the critical angle, 8C. For any Qt greater than 6C, sin92 would have 

to be greater than 1 to satisfy Snell's Law. As this is impossible for any real angle 82, the 

implication is that for any angle of incidence in medium 1 greater than 0C, there can be no 

refracted ray in medium 2. The ray is, instead, reflected from the interface and undergoes 

total internal reflection. 

This is the principle behind optical waveguides — containing optical power, by means of 

total internal reflection, inside an optically dense medium (the core) that is surrounded by 

an optically less dense medium (the cladding). 

3 Evanescent Fields 

The optical power is not completely contained within the core of a dielectric waveguide, 

even in the case of total internal reflection. If the optical power was completely contained 

within the core of the dielectric waveguide, then the electrical field would be discontinuous 

at the boundary between the two media. Since this is a non-physical situation, an 

evanescent field exists outside of the waveguide core. This evanescent field decays 

exponentially, over a distance on the order of a wavelength. Since in a typical situation the 
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cladding surrounding the core has a thickness of many wavelengths, the power in the 

evanescent field has decayed to zero by the time the field reaches the edge of the cladding, 

Thus no energy can be transferred from the waveguide core to another system by the 

evanescent field under typical conditions. An alternate way of looking at Snell's Law and 

total internal reflection provides perhaps more physical insight into the mechanism behind 

the creation of the evanescently propagating field. As noted above, if 6, is greater than 6C, 

sin02 must be greater than one for Snell's Law to be satisfied. From a basic trigonometric 

relationship, cos 02 — y 1 - sin2 62 = . 1 • r \ 
\n2 J 

2 / \ 2 

-K -^-sintf, 
\n2 J 

— 1 , where the 

second equality follows from Snell's Law and last equality follows from the assumption 

that sin69 
< n 

-J-sinfl, 
V n2 

is greater than 1. Since cos62 is an imaginary quantity, 62 must be 

an imaginary angle. The implications of an imaginary 62 (i.e. sin#2 >1) are discussed 

below. 

The propagation of a periodic wave can be expressed ase' , where k is the propagation 

f
 2TT^ 

constant =• X 
and x is the propagation vector. Considering the quantity k-x for the 

refracted wave in medium 2, with the z-direction normal to the interface between mediums 

feJ -J-sinfl, -1 
1 and 2 and the x-direction parallel, we havee' *x =el m 2+zcos 2> =e' 2e 

Thus for 6X > 6C (i.e. sin 62 >1), we have propagation only in the x-direction (parallel to 

the interface), sincee' 2 = el esm 2 =Cxe
l = Clcos(kx). (By convention, the imaginary 

part of elkx has been suppressed, since we are discussing real quantities.) In the z-direction 

-kzj\ —sin 6 

(perpendicular to the interface), we havee J = e""*2, or exponential attenuation. 

[1] 
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It may be of interest to note that the existence of an evanescent field outside the core is 

related to the Goos-Hanchen effect, the lateral shift of an incoming ray when undergoing 

total internal reflection. 

4 Radiation modes 

In addition to the evanescent fields described above, a dielectric slab waveguide also supports 

radiation modes. These radiation modes are additional solutions to Maxwell's equations which 

satisfy the boundary conditions outside the waveguide. Since the existence of a discrete 

solution to Maxwell's equations in a given direction depends on the existence of boundaries on 

both sides in that direction3 and there is only one boundary on the outside of the waveguide 

(i.e. the external surface of the waveguide), there exists a continuum of radiation modes. 

A very crude analogy may be made between the existence of bound modes inside a dielectric 

slab waveguide as well as the existence radiation modes outside and the existence of bound 

modes inside a metal waveguide and the existence of radiation modes of an antenna. Just as 

the bound modes inside a metallic waveguide are normally of primary interest, the bound 

modes inside an optical dielectric slab waveguide are normally of primary interest. Similarly, 

just an antenna can radiate electrical power independent of whether the antenna elements are 

solid or hollow4, an optical dielectric slab waveguide can radiate optical power whether it is 

solid or hollow. 

5 Optical coupling by means of Evanescent Fields, Leaky Modes and Radiation 

Modes 

As noted above, under typical situations, zero net energy is transferred by the evanescent 

field. However if a "non-typical" situation is arranged, the evanescent field is a means by 

which energy can be coupled out of the optical waveguide to another medium. 

Specifically, if a third material with an index of refraction higher than the cladding is 

placed within a few (<3) wavelengths of the core, the evanescent wave can transmit power 

3 Consider, for example, the discrete solutions of a particle's wavefunction in an infinite two-dimensional square -well. Or, more 
pertinently, the bound modes contained inside a dielectric slab waveguide. 

4 I know experimentally that antennas can receive electrical power independent of whether the antenna elements are solid or 
hollow, as I have built and used receiving antennas of both types. And by symmetry, if an antenna can receive electrical 
power, it can transmit electrical power. Note that I make no claims about relative efficiency of solid versus hollow elements, 
nor about their relative receive and transmit patterns, only that they both work. 
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from the cladding into this third material, by means of evanescent field coupling. For 

example, if the third material is the core of a second optical waveguide identical to the 

first, power will couple into the second waveguide's core. This is the principle behind 

optical N x M couplers and optical directional couplers. [2, 3] 

Closely related to evanescent coupling is leaky-mode coupling. Leaky-mode coupling 

exists when there is a (partially) guided wave and the index of refraction of the waveguide 

core is less than the index of refraction of the substrate or cladding. The original 

theoretical and experimental investigation of this phenomenon in dielectric slab 

waveguides was performed by Hall & Yeh [4], and the theory was extended by Haus & 

Miller. [5] Hall & Yeh derived a leaky-mode attenuation constant of 

n2 £ 
OC ~ . = — - , where the mode order n = 1, 2, 3, ... and the thickness of the 

1 s I substrate i 

V ^core 

slab waveguide is 2a. Other symbols have their conventional meaning. The attenuation 

n2 X2 

constant derived by Haus & Miller was nearly identical: OC ~ . — — . Note 

16, K^_ia 

V £core 

that the attenuation constant increases rapidly as the wavelength increases and as the 

thickness of the dielectric slab waveguide decreases. Haus & Miller's derivation provides 

better physical insight to the leaky-mode coupling process, through analogies to Fabry-

Perot resonators. 

Radiation modes can also transfer power from one material (e.g. the waveguide core) to 

another (e.g. the detector), by effectively "broadcasting" the power out of the waveguide. 

It should be noted that Benech & Khalil [6] derived essentially the same attenuation 

constant result as Haus & Miller by treating the problem not as a leaky mode but as a 

group of radiation modes around a central mode which satisfied the transverse resonance 

of the dielectric slab waveguide. 
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6 Photoconduction and Production of Photogenerated Electron-Hole Pairs 

If optical power is coupled from the waveguide core to a semiconductor with a band gap 

energy less than the energy of the photons, then the photons will produce electron-hole 

pairs (EHP) in the semiconductor. In this situation, the semiconductor can be considered 

as a detector of the power in the optical waveguide core, with a quantum efficiency which 

may or may not be equal to l.5 

Probably the two most common types of semiconductor photodetectors are photodiodes 

and photoconductors. In a photodiode, it is possible to have photocurrent flow with no 

externally applied voltage bias, due to the built-in internal electric field which exists in all 

diodes, including photodiodes. A photoconductor requires an external voltage bias to 

generate a photocurrent. The rest of this section will discuss photogenerated EHP in 

photoconductors, as the detectors in this work behaved like photoconductors. 

In a photoconductor, photogenerated EHP will increase the electron and hole 

concentrations above the equilibrium value, resulting in a decrease in the resistivity of the 

material or equivalendy, an increase in the conductivity. The change in conductivity a is 

given by A(T = q[AnjUn +ApjUp), where q is the charge on an electron, An and Ap are the 

excess electron and hole concentrations, respectively, and un and [x are the electron and 

hole mobilities, respectively6. If a bias voltage is applied across the photoconductor, then a 

photocurrent will be generated which can be detected and measured7 

6.1 Continuity equations for holes and electrons 

Before going further, it is worth writing down and briefly discussing the continuity 

equations for holes and electrons in the material. 

5 If each incident photon generates, on average, less than one collected EHP, the quantum efficiency is less than 1. If each 
incident photon generates, on average, more than one collected EHP, the quantum efficiency is greater than 1. If each 
incident photon generates exactly one EHP, the quantum efficiency is 1. 

6 This assumes that the change in carrier concentration does not affect the mobility. 

7 Much of the rest of this section is adapted from R.H. Bube, "Photoelectronic Properties of Semiconductors", Cambridge 
University Press 1992 
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The continuity equation for electrons is 

dn 
Yt 

G-Y\nPJ{NJ.-*,)]+£ U.Njjexp 
kT • + -

V « J 

The first term on the right, G, is the photoexcitation rate of electrons (and therefore holes) 

per unit volume per second, (e.g. m"3 s"1) 

The second term on the right represents the capture of free electrons by defects, n is the 

free electron concentration (equals n0, the dark electron concentration, plus An, the 

photogenerated electron concentration), $• is the capture coefficient (m3/s) for free 

electrons of the j * type of defect, N= is the total density of the j t h type of defect and n| is the 

density of the electron-filled j ' type of defect, (i.e. A defect that already has an electron 

can't capture another electron.) 

The third term on the right represents thermal promotion of trapped electrons to the 

conduction band, nj, N ; and (3; are as before, Ec is the conduction band edge energy level, 

E; is the energy level of the ith defect (so Ec - E ; is the energy required to promote the 

electron from the trap to the conduction band, leaving behind an unfilled positively 

ionized trap), and kT is the thermal energy. 

The fourth term on the right, involving the divergence of the electron current density, 

represents the flow of electrons into (positive J J or out of (negative Jn) the volume in 

question. 

The hole continuity equation is almost identical to the electron continuity equation: 

^ = G - 2 ( P M ) + Z | K - » > V A « P 
E:-E,. 

kT J 

V . J , 
• + -

The first term on the right again represents the photogeneration rate of electrons and 

holes. 
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Here, the second term on the right represents the capture of free holes by defects, p is the 

free hole concentration (equals p0, the dark hole concentration, plus Ap, the 

photogenerated hole concentration), (3j is the capture coefficient (m3/s) for free holes of 

the j t h defect and n, is the density of the electron-filled j * defect, (i.e. A defect which lacks 

an electron to recombine with a captured hole won't remove any captured holes from the 

system.) 

The third term on the right represents thermal promotion of trapped holes to the valence 

band, n^ Nj and (3j are as before, Ev is the valence band edge energy level, Ej is the energy 

level of the j * defect (so Ej — Ev is the energy required to promote the hole from the 

valence band to the defect), and kT is the thermal energy. 

The fourth term on the right, involving the divergence of the hole current density, 

represents the flow of holes into (positive J ) or out of (negative J ) the volume in question 

6.2 Recombination centers versus traps 

I am distinguishing between recombination centers, which have roughly equal capture cross-

sections for holes and electrons, and traps, which have a higher capture cross-section for one 

carrier than the other. Recombination centers capture a carrier and hold on to it long enough 

that it has a chance to recombine with a carrier of the opposite type. Traps capture carriers 

and then release them before they can recombine with carriers of the opposite type. 

Recombination centers are most effective if they have energy levels near mid-gap, making it 

hard for a carrier to exit with just thermal energy. Traps are most effective if they have energy 

levels near band edges, so carriers caught in a trap are relatively easily excited from the trap to a 

band or vice-versa. Note that the terms "recombination center" and "trap" indicate 

tendencies for the defects, not definite behavior. A recombination center is mosdy likely to 

capture two carriers of opposite and cause them to recombine, but it has some probability of 

releasing the captured carrier before it can recombine and thus act in a trap-like manner. 

Similarly, a trap is mosdy likely to release a captured carrier, but it has some probability of 

capturing a carrier of the opposite sign, leading to recombination. 
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Note that a trapping (and by implication, detrapping) mechanism is different from a 

recombination mechanism. A trapping/detrapping mechanism captures and releases carriers 

at random intervals. A recombination mechanism removes carriers from the system, 

effectively terminating the associated current. 

Further, note that if a recombination center has a time constant much longer than other times 

that are characteristic of the system, it may share some characteristics of a trap in terms of 

electrostatics. For example, if a recombination center has a lifetime in the ns range, but other 

characteristic times of the system are in the ps range, then from an electrostatics point of view 

there is little difference between the filled recombination center and a filled trap. 

6.3 Existence of photoconductive gain8 

While it is obvious that every absorbed photon will generate, in theory, one electron-hole pair 

(EHP), it is not so obvious that under certain circumstances, it is possible for an absorbed 

photon to effectively result in more than one EHP, at least as observed by the external circuit. 

This is known as photoconductive gain. [7] As a result of photoconductive gain, the 

measured photocurrent can be higher than would be expected based on a "one collected 

EHP per photon" assumption. 

This section is devoted to a discussion of standard photoconductive gain theory. As is 

discussed in Section 7.1, photoconductive gain greater than 1, as it was understood at the 

start of this research, required ohmic contacts. [ 7 - 9 ] When gain greater than 1 was 

observed in the detector response, the initial belief was that we were observing standard 

photoconductive gain, and that the device contacts were somehow, contrary to 

expectations, acting as ohmic contacts. Instead, we were observing a lesser-known 

photoconductive gain process that occurs in devices with Schottky contacts. Accordingly, 

much of this section is irrelevant in the understanding of the devices in this work. 

However, it is included to aid in the overall understanding of photoconductive behavior. 

8 Much of this section is adapted from R.H. Bube, "Photoelectronic Properties of Semiconductors", Cambridge University 

Press, 1992. 
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The process of photoconductive gain in a homogeneous material may be understood 

qualitatively as follows. 

Consider a photon which is incident on a photoconductor, and assume the photon has 

energy hv > E ., so that it can be absorbed in the material. Further assume that the internal 

quantum efficiency is 1, so that each incident photon generates an electron-hole pair. (This 

last assumption is not critical, but it does simplify the analysis.) Further, assume that a bias 

voltage is applied across the photoconductor, so that the electron-hole pairs drift apart, each 

with some unspecified velocity. Finally, define the photoconductive gain as the number of 

charge carriers which pass between the contacts for each absorbed photon. 
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Figure 2: The five basic types of photoconductivity in a homogeneous semiconductor. The 
+ and - signs indicate the direction of the applied external bias voltage. (Copied from Bube, 
"Photoconductiveity of Solids", Krieger, 1978) 
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Figure 2 shows the five basic types of photoconductivity existing in a homogeneous 

semiconductor, depending on the behavior of the contacts and the importance of the capture 

of photogenerated electrons or holes. Each type of photoconductivity can be investigated for 

the possibility of gain. Scenario designations below correspond to the illustrations in Figure 2. 

Scenario (a): Both electrons and holes are mobile and contacts are ohmic for both types of 

carriers. 

This scenario has an implicit assumption that there are no traps or recombination centers. In 

this scenario, photogenerated EHPs separate into free electrons and holes and move through 

the material. When they leave the material through a contact, they are replaced until they 

recombine with each other. Since the gain for each carrier type can also expressed as the ratio 

of the free lifetime of the charge carrier to the transit time for the carrier, the gain in this 

scenario is given by G = —— H—— = {TnjUn + Tp/J.p )—j, where Xn p is the free lifetime of the 
Tlm Ttrp $ 

electron or hole, Tmp is the transit time for the electron or hole, |lnp is the mobility of the 

carrier, V is the applied bias voltage and S is the spacing between the contacts. 

Scenario (b): Both carriers are mobile but only the contact for electrons is ohmic. 

Note that scenario (a) is similar to scenario (b). As in scenario (a), the gain can be expressed as 

the electron gain plus the hole gain. However, in this case the effective free hole lifetime is the 

hole transit time, since the hole is not replaced when it leaves through the contact. Due to 

charge neutrality, the effective free lifetime for an electron is also the hole transit time, since 

once the hole leaves the material there is no need to replace the electron. In this scenario, the 

gain is given by G = ^ + ^ = ^ + ^ = l + ^ - . 

"trn ^trp ^trn ^trp Mp 

Scenario (c): Both carriers are mobile but neither contact is ohmic. 

Note that scenario (c) is similar to scenario (b) in the same sense that scenario (b) is similar to 

scenario (a). Once again the gain can be expressed as the electron gain plus the hole gain. In 
this scenario, the free lifetime for each type of carrier is its transit time, so the gain is 1. Note 
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that this scenario is characterized by the occurrence of saturation of photocurrent, which 

occurs when the applied voltage bias creates a field strong enough to separate the carriers 

before they can recombine with each other. 

Scenario (d): Only one type of carrier is mobile, and contacts are ohmic for only that carrier 

type. 

For concreteness, assume that electrons are the mobile carriers. When the EHP is generated 

by the absorption of a photon of sufficient energy, the hole is captured nearly immediately by a 

trap caused by a defect in the semiconductor, so it can be considered immobile. When the 

photogenerated electron leaves through one contact, it is replaced at the other contact. This 

continues until the free electron recombines with the trapped hole. Since the hole is immobile, 

T T LI V 
gain comes only from the electron gain, and is given by G = —— = " "— . Scenario (d) is the 

?tm S 

typical situation found in homogeneous photoconductors with gain > 1. 

Scenario (e):Only one type of carrier is mobile and both contacts are non-ohmic. 

Figure 2e shows this scenario in the case where the hole is trapped and the electron is mobile. 

Under this scenario, the material polarizes as the trapped charge opposes the field from the 

applied external voltage bias. As a result, the initial photocurrent decays with time so no 

steady photocurrent is observed. This behavior was observed by some of the early researchers 

in the field of photoconductivity. 

7 Schottky contacts 

Metal-to-semiconductor contacts can be grouped into two broad categories — ohmic or 

Schottky. Ohmic contacts are non-rectifying, and thus do not block injection of holes or 

electrons in either direction across the metal-semiconductor interface when under an applied 

bias. Ohmic contacts are essentially pn diodes where one side is degenerately doped. As a 

result, the depletion region is extremely narrow, allowing carriers to tunnel through it easily. 

Schottky contacts are rectifying, and can block the injection of holes or electrons when a 

reverse voltage bias is applied. As is well-known, Schottky contacts are majority-carrier 

devices. [10] 
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As the contacts on the devices in this work were metal on undoped polycrystalJine silicon, they 

were expected to be Schottky contacts. The remaining discussion will focus on this type of 

contact. 

7.1 Schottky contacts and their impact on device response 

In reading the known relevant literature at the start of this research, it became clear that the 

nature of the contacts - blocking versus ohmic - was key in determining the existence and 

nature of a photoconductive gain process. Specifically, the known literature by well-known 

and long-standing authorities in the field of photoconductivity stated that a photoconductive 

gain process could only occur in devices with ohmic contacts [7-9]. As a result, the existence of 

a photoconductive gain process in the samples, with Schottky contacts, came as somewhat of a 

surprise. Since this chapter is devoted to knowledge which existed prior to the start of 

research discussed in this work, the mechanism by which photoconductive gain exists in a 

photoconductor with contacts which were designed to Schottky (i.e. blocking) contacts will be 

deferred to a later section on experimental results. It should be noted that once experimental 

results made the concept of photoconductive gain in materials with Schottky contacts a viable 

one, literature searches turned up several examples. [11-15] In this context, Clarke's First Law 

is applicable: "Whenever a distinguished but elderly scientist states that something is possible, 

he is almost certainly right. When he states that something is impossible, he is very probably 

wrong." 

7.2 Schottky contacts and their impact on device speed 

pn diodes have both majority and minority carrier current flow. As a result of the minority 

carrier injection, minority carrier storage exists while the pn junction is forward biased. If the 

bias is changed from forward to reverse, the minority carriers must be swept out of the 

junction region. This recovery time limits the speed of pn diode like structure. [16] 

Since Schottky contacts are majority-carrier devices, they have no analog to minority-carrier 

storage, and no need to sweep out minority carriers. The recovery time of a Schottky contact 

is limited only by the RC delays of the structure. [16] 
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The capacitance of a reverse-biased Schottky contact is given by 

— = J—-—— / \VdG —Vr , where C is the capacitance, A is the area, q is the charge on 
A V 2 / \ q 

an electron, es is the dielectric constant of the semiconductor, ND is the dopant concentration 

in the semiconductor, Vd0 is potential difference across the depletion region at zero bias, Vr is 

the reverse bias, k is Boltzmann's constant and T is the absolute temperature. [16] 

The above Schottky capacitance equation is also valid in forward bias. Since a Schottky diode 

has essentially no minority carrier storage, it will have no diffusion capacitance. Because of 

this, the forward-bias capacitance of a Schottky diode is just the capacitance of the depletion 

region, as in reverse bias. [16] 

Figure 3 below shows curves of the capacitance of the reverse-biased Schottky contact for 

various reverse biases, plotted against doping concentration. Note that increased reverse bias 

decreases the capacitance, by making the depletion region wider. Similarly, higher doping 

concentrations increase the capacitance by making the depletion region smaller. 

Note that the lowest plotted doping concentration is 1.5xl010 cm"3, which is the intrinsic carrier 

concentration in silicon, while the highest plotted doping concentration is 10 4 cm"3, which is at 

least at order of magnitude higher than is plausible for the doping concentration in the 

undoped, or at least not intentionally doped' polysilicon used for the photodetectors in this 

work. 5 (Llm2 is used for the area of the Schottky capacitance, based on SEM photos of the 

Schottky contact regions. While this area assumes a 10 |lm long detector, that length is typical 

of the detectors used in this study. The message to be taken away from this plot is that the 

contact capacitance of the detectors in this work is very small, much less than a femtofarad. It 

should, however, be noted that while the Schottky capacitance scales linearly with detector 

length, the photocurrent scales sublinearly with detector length, due to the exponential nature 

of the light absorption along the length of the detector. 
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Figure 3 Reverse-bias Schottky capacitance vs. doping level at various bias voltages 

From Figure 3, the worst-case capacitance is on the order of 0.3 £F. From the definition of 

capacitance (i.e. C = —) , to charge this capacitance to IV would require 0.3 fC of charge. (1 

V is an arbitrarily chosen value, but easy to scale.) This amount of charge would be provided 

by a 1 |±A photocurrent (well on the low side of typical 10 (Im long detector at reasonable bias 

voltages) in just 0.3 nsec. Note that RC time constants do not apply here, as the capacitance is 

being charged by a current source (the photocurrent), not by a source with a finite impedance. 

Also note that this 0.3 nsec time estimate is very much a worst-case scenario, as it assumes 

both an unrealistically small bias voltage and an unrealisticaliy high semiconductor doping 

level. 
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This charging time indicates that the time to charge the zero-biased Schottky capacitance to a 

point where it would be forward biased is probably less than frequency-limiting delays in the 

system. This is an assumption which will have to be verified later, by experimental results. 

Note that if the voltage across the Schottky contact is constant, then the capacitance isn't 

important. (If there is no AV, then there is no Aq, no matter what the C is.) However, since 

in operation, the current through Schottky contact will be varying from nanoamp-level dark 

current to microamp-level photocurrent, and since the bias voltage across the detector 

structure should remain constant, assuming a constant voltage across the Schottky contact 

does not seem prudent. Any change across the Schottky contact should be small, though, due 

to the Schottky diode nature of the contact. This is analogous to the way the voltage drop 

across a forward-biased silicon diode is around 0.65 V over a wide range of currents. 

However, since the Schottky capacitance is very small, the RC delay associated with the 

contacts will also be very small. In a 50 Q system (typical of high-frequency applications), 

worst-case RC will be on the order of 15 fsec, implying a single-pole -3 dB frequency on the 

order of 10 THz. While unrealistically high — at the very least, the system will not have a 

single-pole response, nor has the impact of the transimpedance amplifier (TIA) used to 

convert the photocurrent into a voltage been considered — this value does give some idea why 

Schottky contacts are often used in high-frequency applications. In addition, it suggests that 

RC-related delays associated with the contacts may not be the limiting factor in terms of device 

speed. 

Factors which are more likely to be limiting factors in terms of device speed are RC time 

constants not associated with the contacts, carrier transit times and carrier recombination 

lifetimes. RC time constants not associated with the contacts could come from interconnect 

between the detectors and the rest of the signal recovery circuitry (e.g. the TIAs). Carrier 

transit times may limit the performance, as mobility in polysilicon (the photodetector material) 

is an order of magnitude lower than in single-crystal silicon. Since absorption of photons 

causes the photodetector to generate an "ON" signal by creating EHPs, long carrier 

recombination lifetimes would slow the performance of the photodetectors, by limiting how 

quickly the "OFF" signal could come. Note that while long carrier lifetimes make for slow 
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detectors, long carrier lifetimes enhance the photoconductive gain of the device, as will be 

discussed later. In other words, there is a gain-bandwidth tradeoff. 

8 DC Characterization 

8.1 DC Characterization of Waveguides 

As will be discussed in Chapter 3, one of the major design goals for optical waveguides is 

maximizing power transfer to the detector. A sub-goal of this goal was minimizing bulk and 

surface scattering losses in the waveguide. However, in order to minimize waveguide losses, 

one must first be able to measure waveguide losses. 

Several methods of characterizing waveguide loss are discussed in the literature. These 

systems generally fall into one of two categories: systems which work by measuring how 

scattered power and thus guided power varies along the length of the waveguide and systems 

based on measuring insertion loss. In the first category are systems which rely on expensive 

near-field scanning apparatus [17-19], multiple high-precision stages, possibly with specialty 

optical fibers [20], or cameras-based techniques which require careful calibration of the 

imaging array and (if used) the imaging microscope objective for accurate results [21, 22] In 

the second category are systems which rely on time-consuming and destructive cut-back 

techniques. [23] 

For this work, a fiber scanning system to measure waveguide loss was developed. The system 

measures the light scattered out of the waveguide and thus falls into the first category. 

Development of the fiber scanning waveguide loss system and the results from the system will 

be discussed in Chapter 4. 

8.2 DC Characteristics of Polysilicon Photodetectors 

DC characterization of the polysilicon photodetectors involves measuring the detector's dark 

current and the detector's photocurrent. The theoretical expectations for dark current are 

discussed first, in Section 8.2.1, with the photocurrent discussed in Section 8.2.2. 
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8.2.1 Dark current 

If I've learned anything while going through the Ph.D process, it's that if a technical problem 

doesn't make sense, then I'm looking at it from the wrong direction — I need to take a step 

back and come at it from a different angle. Nowhere was this truer than in understanding the 

device physics behind the detectors. I spent a great deal of time trying to understand the 

devices by looking at the Schottky contacts and by trying to explain the photocurrent results 

first, and then the dark current results. Instead, I should have been looking at the undoped 

polysllicon regions and I should have been trying to explain the dark current results, then the 

photocurrent results. 

Kamins [24] appears to be the first person to recognize the importance of traps, and therefore 

energy barriers, at the grain boundaries in polycrystalline silicon in reducing carrier mobility. 

The basic mechanism is modulation of the materials resistivity by the barrier height, with 

decreasing mobility at lower doping concentrations being attributed to the effects of high 

resistivity space-charge regions that surround the grain boundaries in polycrystalline material. 

Similarly, Seto [25] appears to be the first to develop a comprehensive and consistent theory of 

carrier transport in polysllicon. He also pointed out that under typical polysilicon conditions, 

thermionic emission over the potential barrier between grains would dominate field emission 

(tunneling) through the barrier. Baccarani, et al [26] showed that a 5-function energy 

distribution of the trap states, peaked at mid-gap, best explained experimental results. Korsh 

and Muller [27] took the idea of thermionic emission of majority carriers over the inter-grain 

barriers and derived a hyperbolic sine (sinh) relationship between voltage and 

fv \ 
current: I - A J' = 2K sinh 

vtj 

(_„v \ -qV> 

, where A is the area perpendicular to current flow, 

O 1 T'\T 

K = AA*T2 exp —"*' BO and £ = . Here, A* is the modified Richardson's constant 
\ kT ) q 

(=110 A/cm2-K2), T is the absolute temperature in Kelvin, VBO is the barrier height at zero 

bias voltage, Va is the applied bias voltage and N is the number of grain boundaries between 

the contacts. 
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Since the hyperbolic sine function is not as common as the regular sine function, its overall 

form may not be as familiar as the sine. For that reason, plots of sinh(x) vs. x, for various 

ranges of x, are shown below, in Figure 4 through Figure 7. In Chapter 4, it will be shown that 

a sinh curve closely fits observed dark current results. Note the nearly linear nature of the 

sinh(x) function for small ranges of x, as shown in Figure 7, implying that the polysilicon 

resistors are very nearly ohmic for small voltages. 

Figure 4: sinh(x) vs. x, x = -5 to +5 
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Figure 7: sinh(x) vs. x, x = -1 to +1 

Several modifications to the basic theory of conductance and current flow in polysilicon, as 

outlined in [24, 25, 27], have been proposed. However, they are largely extensions of existing 

theory to large grain size polysilicon [28], cases where tunneling through the intergrain 

potential barrier is significant [29], high-temperature processing of the polysilicon along with 

differing polysilicon dopant species [30], or cases when the I-V results do not fit a sinh curve 

[31]. 

8.2.2 DC Photocurrent 

The DC photocurrent arises from the interaction between the grain boundaries in the 

polysilicon and the photoconductive nature of the detectors. There are three possible models 

for looking at barriers and photoconductivity behavior.[7] First, photoexcitation serves to 

increase the free carrier density in the intergrain regions. This is essentially a standard 

photoconductivity problem, not a barrier problem. Second, photoexcitation increases the free 

carriers density in the in the grains. This will, of course, result in an increase in the free carrier 

density in the intergrain region as well. In the literature, this second scenario is often referred 

to as a "numbers" model. In the third model, the effect of photoexcitation is to reduce the 
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barrier height between grains, through trap-filling. This scenario is often referred to as the 

"mobility modulation" model. 

If the polysilicon region was uniformly illuminated, it would be hard to distinguish between 

these three models from exterior measurements. Indeed, both a numbers model and a 

mobility-modulation model may be present at the same time in a given material. 

This also proves to be the case with the non-uniformly illuminated photodetectors of this 

work. (The illumination is non-uniform because photons were leaky-mode coupled into the 

polysilicon from a waveguide structure that might cover as litde as a quarter of the polysilicon 

region.) The observed data could be equally well explained by either the numbers model or 

the modulation model, with the carriers drifting from where they are generated under the 

waveguide to intergrain regions outside the waveguide region. 

The photoconductive gain mechanism observed in the detectors has already been discussed, in 

Section 6.3. 

8.2.3 DC responsivity 

DC characterization of the polysilicon photodetectors involves measuring the photodetector's 

responsivity, or the photocurrent out of the photodetector per unit optical power into the 

photodetector. 

In performing the DC characterization and reporting the results, specifying the test conditions 

is even more critical than is usually the case. For photodiodes, the test conditions found in the 

literature typically specify a 0 V applied bias, relying on the internal built-in field of the 

photodiode to generate the photocurrent. While non-zero bias voltages are sometimes used 

when reporting photodiode responsivity, the de-facto "0 V bias voltage" convention provides 

a common reference point. 

In contrast, since a photoconductor requires an external voltage bias, a decision must be made 

about whether to hold constant the applied bias voltage or the applied electric field for all 

devices to be tested. Holding the bias voltage constant has the advantage that the chosen bias 

voltage can be one which is readily available in the target system application. However, using a 
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constant bias voltage typically gives a measurement advantage to smaller devices, due to the 

higher resulting electric fields. Holding the applied electric field constant eliminates one 

confounding variable, but does not reflect how the real world typically operates. 

In this work, the bias voltage was generally held constant at 10 V for all devices. 10 V was 

chosen to be compatible with previous work done on similar devices by the Optoelectronics 

Research Group at Colorado State. 

Since the responsivity is the photocurrent out per unit optical power, knowing the input 

optical power is critical. The initial proposal for determining the input optical power was to 

use a fiber scanning system, similar to that used to measure the waveguide loss, to scan across 

the waveguide leading to the photodetector. A measurement of the optical power scattered 

out of this waveguide, in combination with knowledge of the waveguide loss characteristics, 

could be used to determine the optical power reaching the detector. 

This initial proposal proved to be impractical for several reasons. Possibly the two most 

important were that that A) the proposed system required blind placement of the sensing fiber 

to an accuracy of 10 Jim or better and B) the proposed system was expected to detect pW or at 

most nW signals scattered out of the waveguide leading to the photodetector while 

simultaneously keeping out any of the |lW to mW levels signals coming from the input optical 

fiber which was at most 20 [Im away. 

Development of the system to measure the photodetector's responsivity and the results from 

the system will be discussed in Chapter 4. 

9 AC Characterization of Polysilicon Photodetectors 

9.1 Theoretical limits on AC performance 

9.1.1 Carrier transit time effects on bandwidth 

Possibly the most obvious factor affecting the detector's response speed is the transit time of 

carriers across the detector. 
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Considering the detector as a switch, it is self-evident that the switch cannot be turned on or 

off significantly faster than it is possible to get carriers through the switch. Thus, for a transit 

time T, the maximum frequency response of the switch will be on the order of 1 /T. 

9.1.2 RC time constant effects on bandwidth 

The effect of the capacitance of the Schottky contacts on the speed of the detectors has been 

discussed in Section 7.2. As discussed there, the capacitance of the contacts is so small, for 

any reasonable contact structure, that RC delays associated with the contacts are unlikely to be 

the limiting factor. 

As an optical system, RC delays do not apply to the optical waveguides used to bring the 

energy in the clock signal to the detectors. 

RC delays associated with the transimpedance amplifier used to convert the photocurrent to a 

voltage signal are beyond the scope of this work, as are RC delays associated with the local 

clock distribution network used to route the clock signal from the TIA to the points of direct 

use. They are, however, discussed in a companion work. [32, 33] 

9.1.3 Carrier lifetime effects on bandwidth 

In addition to RC delays and transit-time limitation discussed above, carrier lifetimes also will 

limit the speed of the detector. 

Just as a switch cannot be turned on or off significantly faster than carriers can get through the 

switch, a switch that relies on photo-generated electron-hole pairs (as do the detectors in this 

work) cannot be turned on or off significantly faster than the electrons and holes can 

recombine. (If the electrons and holes haven't recombined, current is still flowing through the 

circuit, so the switch has not turned off.) 

Consider the carrier lifetime. To a first approximation, the hole and electron traps can 

conceptually be considered as current sources connected to an ideal photoconductor (i.e. light-

dependent resistor) by switches that open and close at random, with the random switching 

representing the carrier lifetime. 
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The presence of a trapping mechanism will slow down the response of the detector, as the 

random discharge of electrons and holes from traps will "smear out" the on-to-off response, 

while the random charging of traps will have a similar effect on the off-to-on response. Note 

that a trapping (and by implication, detrapping) mechanism is different from a recombination 

mechanism. As discussed earlier, a trapping/detrapping mechanism captures and releases 

carriers at random intervals. While a recombination mechanism removes carriers from the 

system, effectively terminating the associated current. A practical example of this is the use of 

gold doping in the base of BJTs, to create recombination centers, thus reducing minority 

carrier lifetimes and increasing device switching speed. 

The major problem with this approach was deciding how to model the random nature of the 

charge/discharge trap lifetime. After trying several models, a negative exponential lifetime 

distribution appeared to both provide physically-meaningful result and to fit the experimental 

results. In addition, a negative exponential distribution is common among decay processes. 

Now that this introductory discussion is over, we can proceed to calculate the theoretical 

bandwidth. 

Consider the current established by a photon flux that is sufficiendy high that we can consider 

the generated EHPs statistically. The current due to each EHP will be a pulse which persists 

from time t = 0 (when the incident photon creates the EHP) to time t = Tnp (when the EHP 

recombines). The magnitude of the current due to a single EHP will be 

q(v /S)(l + T |I V/S2), where q is the charge on an electron, v is the carrier velocity, S is 

the spacing between contacts and T JlnpV/S is the photoconductive gain discussed earlier. 

(Note that vnp = |LlnpE = |lnjpV/S, where E is the electric field. Note also that the q(v /S) 

term could be written simply as I h0, the photocurrent without photoconductive gain from a 

single EHP. Note also that I am assuming behavior identical to that of classical 

photoconductive gain Scenarios (c) and (d). These are the most common scenarios seen in the 

literature and were believed to be those observed experimentally. However, as shown in 

Appendix A, the correct equation multiplies |XX by a factor representing the ratio of bulk to 

contact recombination. 
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If, instead of a single EHP, we talk about the average photocurrent from an ensemble of 

EHPs, we hsvelph = nlphfi 

average lifetime. 

1 + 
Tn,PM„,pV 

where n is the number of EHPs and Tn is the 

Assume the lifetimes have a negative exponential distribution (as is common for decay 

processes) with mean Tn . ThenP(r) = — — exp 
",P V T"'P J 

where P(T) is the probability of a 

lifetime value T. (The —— term is so that the integral of the probability function over all X 

equals 1.) 

Since the photocurrent pulse from a single EHP is I h — I , c 
1 , KP»»,PV' 

s2 and will have a 

duration of T , the expected photocurrent from a single EHP will be 

f - .. ir\ . f «• ,, T /^ 

* ph ~ * phfi 1+SE^Z_\P(T ) = I 1 + WVZ 1 

JTn,p 
-exp 

f T ^ 
»,p 

f 
V "<P J 

(It is necessary to 

° J \ 
talk about an expected value of photocurrent from a single EHP. With only one EHP, the 

concept of an average value doesn't really make sense.) 

Since this is a time-dependent process (i.e. Iph — 0 before the EHP is generated, then I . is 

represented by the above equation for 0 < t < T , then I h again is 0 for t > T .), it is possible 

to do a Fourier transform and convert from the time domain to the frequency domain. (Note 

that the I h equation above has an implicit time-dependence, due to the pulse duration.) 

Resorting to a table of Fourier transforms to determine the transform of a negative 

exponential, we have: 
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'^M^^i^ 
= i phfi S{o))+^ 

Tn,pV>nJ 1 

S2 JW^+I; 

= 1 phfi S{o))+G—z1 

If we concern ourselves only with the magnitude of the response, we have 

f , A 

Iph{a]=IpJs{w)+G^-— 
1 oru„ + 1 

",p j 

Note that this is approximately the form of a standard single-pole frequency response 

equation. If the DC frequency 8(C0) term is ignored, the equation matches the single-pole 

frequency response equation exactly. Note also the intuitive result that good high-frequency 

response requires carrier lifetimes which are short. Short carrier lifetimes, though, hurt the 

gain. 

For the negative exponential lifetime distribution and ignoring the delta-function term, the 

half-power bandwidth is where 
yWn.p+lj 

1 1 
or 2' mniP+\ 4l 

= 0.707. Solving for CO 

yields CO \ half-power = BW = 
V2-1 

This leads to a gain-bandwidth product of 
n,p 

VnplnpV 4l~\ 8 / / „ p WV2- l ) flnV 
GBW= "•" "'P = 'P \ ^ = 3 . 3 1 3 7 ^ f - . Note that these are aU 

n,p 

material, device or operating condition parameters. 

9.1.3.1 Bandwidth assuming a Gaussian lifetime model 

The other major lifetime model which was considered was that of a Gaussian distribution, 

instead of a negative exponential distribution. It is interesting to go through the frequency 

response calculations for this case, if for no other reason than the fact that as the standard 

36 



deviation of a Gaussian lifetime distribution tends to zero, the distribution tends to approach 

that of a single lifetime model. 

Assume the lifetimes have a Gaussian distribution with mean Tn and standard deviation O'n , 

so P(r): 
°n,p<n 

exp 
b~TnJ 

e. n,p 

, where P(x) is the probability of a lifetime value X. 

The-
an,P<n 

term is so that the integral of the probability function over all X equals 1. Also 

assume, for now, that Tn > 4(7n , so that there is essentially no probability of an EHP having 

a non-physical lifetime X < 0. (The fact that a non-physical lifetime is even mathematically 

possible when using a Gaussian lifetime model was one of the attractions of the negative 

exponential lifetime model.) 

Since the photocurrent pulse from a single EHP is I . = I h 0 
n,pr^n,p 

v * J 
, and will have a 

duration of X , the expected photocurrent from a single EHP will be 

* ph ~ * phfi 
n,pr^n,p 

v ^ J 
"\fn,p)~ * ph,0 

Tn,PM„,pV 

JVn.p^K 
exp 

(T -f )2 

\ n,p n,p 1 As noted 

elsewhere, we have to talk about an expected value of photocurrent from a single EHP. With 

only one EHP, the concept of an average value doesn't really make sense. 

Since this is a time-dependent process (i.e. Iph = 0 before the EHP is generated, then I . is 

represented by the above equation for 0 < t < Xnp, then Iph again is 0 for t > X .), we should be 

able to do a Fourier transform and convert from the time domain to the frequency domain. 

Note that the Iph equation above has an implicit time-dependence, due to the pulse duration. 

As is well-known, the Fourier transform of a Gaussian is also a Gaussian and the Fourier 

transform of a constant is a delta function. Since the pulse duration, x , is assumed to be a 

Gaussian as described above, we have: 
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Iph{(0) = hh,o S{co)+ 
Mn,pV TH>i 

S G„^K 
*>*•?(-J%,p°>)Jn<r».pcxP 

' 0X7 ^ 
",p 

\ * J 

= 1 phfi S{a)) + ^-T„^xV i-JTn,p^) exp 
f°XJr,,pSl 

\ " J j y 

= / phfi S(co) + Gexv(-jTn„ 0))exA ^ r , ^ 

V " J 

where G is the photoconductive gain term. 

If (as assumed above), 

Iph{a>) = Ipk,t S{a)) + Gexp(-jT„iPa))exp 

a-p 

fan ^ 
",p 

4CJn,p, we have 

Note that this means that the 

photoconductive gain term is frequency dependent. (Not surprising, since it's the trap/lifetime 

dependent term.) 

The exp(— JTn p&)) term represents a frequency-dependent phase factor. Since this term is 

multiplying other terms, it's easiest to deal with it in polar form, with magnitude 1 and angle 

- fn (i.e. 1Z -fnp(0) In fact, it's even easier just to ignore the phase dependence entirely, at 

least for now, leading to \l ph (an = Iphfi G exp 
v 8 j 

, under the assumption that the 

D C frequency 8(C0) term can be ignored. (Again, this assumes Tnp = 4o n p . If T = 3<3np, then 

the denominator in the exponential becomes 6. If Tnp = 5 o , then the denominator in the 

exponential becomes 10.) 

If the delta-function term is ignored, die half-power bandwidth is 

f 

where exp 
v 8 j 

- i \ 2 

, or exp 

r \ 2 

' cot ^ 
n,p 4i 

= 0.707 . Solving for CO, we 
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8Vln(V2) . . M„P?npr 
find 0) \half_power = BW — . Since the low-frequency gain is G = — : — j — , the gain-

Tn,p $ 

bandwidth product (assuming a Gaussian lifetime) is 

GBW = — J L ^ t — - — - = —-—-—- = 4.7096—•-—, all of which are material, 
S Tn„ S2 S2 

n,p 

^np
v 

device or operating condition parameters. If <J=3x, GBW = 3.5322—'——. If CJ=5T, 

jun V 
GBW = 5.8871—'—— . Note that the GBW product for the negative exponential lifetime 

distribution above is very close to the GBW product for a Gaussian distribution with (J=3T. 

9.1.3.2 Predicted frequency response 

A |IT value of 1.79 |J,m2/V at a bias voltage of 10 V was derived for first-generation material by 

fitting the theoretically expected I , — I ,, 
v S2 

curve to experimental data. [34] A 

lower bound on X can be obtained by assuming |iln = 1360 cm2/V-s, the single-crystal value, 

leading to X = 13.2 ps. A more realistic value for T can be obtained by using a mobility value 

of 1.9 cm2/V-s found in the literature for undoped polysilicon deposited under conditions 

similar to the undoped polysilicon of this work's detectors. [35] This leads to X = 9.42 ns. 

Plots of the theoretical frequency response for the negative exponential and Gaussian lifetime 

models, and for the single-crystal and literature polysilicon mobility values are shown in Figure 

8 through Figure 11. Note that the Gaussian model approaches a single-lifetime model as the 

<5lX ratio goes down. 

9 As noted in Appendix A, this dieoretical equation overlooked a K factor which multiplies \\X and which represents the ratio 
of bulk to contact recombination. 
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Figure 8: Theoretical frequency response for the negative exponential lifetime model, 
assuming single-crystal mobility of 1360 cm2/V-s. -3dB frequency is 5.0 GHz. 
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Figure 9: Theoretical frequency response for the Gaussian lifetime model, assuming single-

crystal mobility of 1360 cm2/V-s. -3dB frequencies are 210 MHz for O = 0.03T, 2.1 GHz 

for a = 0.3T, and 21 GHz for o = 3%. 
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Figure 10: Theoretical frequency response for the negative exponential lifetime model, 
assuming a mobility of 1.9 cm2/V-s, from the literature. -3dB frequency is 6.9 MHz. 
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Figure 11: Theoretical frequency response for the Gaussian lifetime model, assuming a 

mobility of 1.9 cm2/V-s, from the literature. -3dB frequencies are 290 kHz for G — 0.03T, 

2.9 MHz for a = 0.3T, and 29 MHz for O = 3t. 
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9.1.3.3 Experimental evidence in favor of either the negative exponential or Gaussian models 

As noted earlier, the possibility of a non-physical negative lifetime when using a Gaussian 

lifetime distribution was one of the attractions of the negative exponential lifetime model. 

However, as will be discussed in Chapter 5, I was not able to obtain experimental data at a 

high-enough frequency to provide convincing proof of in favor of either the negative 

exponential model, the Gaussian lifetime model, or the single-lifetime model (the small 

variance limit of the Gaussian lifetime model.) 

Obtaining higher frequency experimental data is an item in die "Future Work" section. From 

the slope of the frequency response at high frequencies, it will be possible to determine 

whether a negative exponential or Gaussian lifetime model fits the data better. 

With a value for JJ, from the literature, and the extracted value for T using this |I, it is worth 

noting that for a field strength of 5x104 V/cm (e.g. 10 V across a 2 |Im contact spacing 

detector), carriers will travel 8.95 jlm before recombining, on average. Since photoconductive 

gain depends on carriers living long enough to transit the detector at least once before 

recombining, the numbers are internally consistent, (i.e. Photoconductive gain would be 

significant for a 2 JXm contact spacing detector, but not for a 10 |J,m contact spacing detector. 

At 10 V, carrier lifetime and transit time would match for a 4.23 JJ,m contact spacing device.) 

9.2 General concepts related to characterization of AC performance 

When considering the AC characterization of any system, it is important to keep in mind the 

purpose of the system. For example, when considering the AC response of an audio or RF 

amplifier, one is primarily interested in the magnitude of the gain of the amplifier and linearity 

("flatness") of the gain response with frequency. 

For detectors to be used in an on-chip optical interconnect application, one needs to keep in 

mind that the input of the detector will be a square-wave-modulated optical signal, 

representing the clock signal of the integrated circuit, and that the output of the detector 

should accurately reproduce this square wave in an electrical signal. In such an application, the 

primary parameters of interest are the rise and fall times of the modulated signal. If the rise 
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time or fall time of the detector's output is too slow, then the detector will not be able to be 

modulated as quickly as necessary to keep up with the optical input. 

Characterization of the AC response of the polysilicon detectors - the speed of the detectors — 

can be done in either the time domain or the frequency domain. This characterization will be 

discussed in the next two sections, with frequency domain characterization first. 

9.3 Frequency-domain characterization of AC performance 

Frequency domain characterization of the detector relies on the Fourier decomposition of the 

desired square wave output. Figure 12 shows the construction of the approximation of a 

square wave by summing its fundamental frequency and first eight harmonics. Note that the 

Fourier decomposition of a square wave contains only odd harmonics. 

I 
{ 

1 
\ 
1 

10 0 

hVk. ^ >vg| J^hW^vVi 

J^V VS / ( 

10 0 10 

Figure 12: Construction of a square wave from its fundamental frequency and harmonics as 
discussed in the text. 
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The fundamental alone is in the upper left corner of Figure 12. As the plots move from left to 

right and from top to bottom, an additional odd harmonic is added, (i.e. The plot in the center 

row, right-most column contains the fundamental and the first five odd harmonics.) 

While how many harmonics need to be added to obtain an adequate square wave depends on 

the definition of "adequate", it is obvious that all but the least demanding applications will 

require at least the first two odd harmonics (i.e. the fundamental plus the third and fifth 

harmonics), while more than the first five odd harmonics will only be required if the 

application is particularly demanding. 

Therefore, to accurately reproduce an integrated circuit square-wave clock signal, the detectors 

should have a frequency response extending to at least five times the frequency of the clock 

signal, but probably won't need a response more than 11 times the frequency of the clock 

signal. 

As an unrelated note, the overshoot seen near the high-to-low and low-to high discontinuities 

of the plots in Figure 12 is known as the Gibbs phenomenon, and is a characteristic of the 

Fourier series at discontinuities. [36] The Gibbs phenomenon is especially noticeable on the 

plots with higher numbers of harmonics, and cannot be removed by adding more harmonics. 

9.4 Time-domain characterization of AC performance 

Time domain characterization of the detectors' speed is straightforward. Namely, pulse the 

laser diode on-and-off, and then observe the resulting photocurrent on an oscilloscope display. 

This could be done using a sinusoidal input to the input optical source (a laser diode), but it is 

much more practical to drive the input optical source with a square wave or an impulse. (With 

a sine wave, the source would only be on during the portion of the waveform above threshold, 

and the output of the source would vary with the magnitude of the sine wave during the 

"above threshold" portion. With a square wave input, once the amplitude of the square wave 

is above threshold, the source output is as constant as the driving square wave.) 

In either case, the rise and fall times of the detector can be observed directly on an 

oscilloscope of sufficient speed. If an impulse is used, then the resulting full-width half-max 
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(FWHM) of the output photocurrent pulse can be observed. From the pulse's FWHM, 

information about the frequency response of the detector can be deduced. If a square wave is 

used, then the rise and fall times can be read directly off the oscilloscope trace. 

10 Literature review of optical interconnects10 

The mid-1980s to the early 1990s was the period where basic concepts in the field of on-

chip optical interconnect were being established. Goodman, et al published the first paper 

to bring the possibility of optical interconnects to a widespread audience. [37] Their 1984 

paper highlighted many of the future challenges and opportunities in the field, such as 

interconnect-delay-limited circuits, the advantages of optical methods for global clock 

distribution, and possible optical interconnect technologies and components. In 1986, 

Bowers and Burrus published the first results from waveguide-based photodetectors. [38] 

Their structure was an InGaAsP PIN waveguide device, and they reported an equipment-

limited FWHM impulse response at 4 V bias of 34 ps, a packaging-limited -3dB frequency 

of 28 GHz, a quantum efficiency of 35 % at 4 V bias and an effective absorption 

coefficient of 2.3 (J,m1. Hilleringmann and Goser published several seminal papers in the 

field of optical interconnections, starting in 1991. [39-41] These papers (some written with 

co-authors) described the development of monolithically integrated electrooptical systems 

of waveguides, photodetectors and VLSI CMOS circuitry. Uncertainties in the amount of 

coupled optical power prevented determination of quantum efficiency and absorption 

coefficients. 1 MHz frequencies were measured. 

During the late 1990s, novel detector and waveguide structures and materials were 

increasingly investigated. In 1996, Diaz, et al [42] published results on resonant-cavity 

photodiodes which were compatible with standard silicon processing. They reported 

quantum efficiencies of 44% and bandwidths in excess of 1.4 GHz. In 1997, this work 

was extended by Bean, et al [43], to bandwidths of 10 GHz, along with improved dark 

current. Also in 1997, Maiello, et al [44] reported some early results on amorphous silicon 

waveguide photodetectors and oxidized porous silicon waveguides which were buried in 

the silicon substrate. Optical interconnects were obviously becoming an area of increased 

10 A tabular summary of key results from the waveguide Interconnect papers discussed in this section is at the end of this 
section. 
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research interest by 1997, as in that year Moreno & Calderer [45] published work on lateral 

photodetectors using an ARROW (Anti-Resonant Radiative Optical Waveguide) structure 

to couple optical power from the waveguide to the amorphous silicon PIN photodetector. 

The authors reported waveguide loss results as low as 0.3 dB/cm and detector coupling 

greater than 100 dB/cm. However, the authors obtained this high value by growing the 

PIN photodiode on top of an indium tin oxide (ITO) electrode layer. In addition to 

requiring the use of amorphous silicon in the PIN photodiode, ITO is not commonly used 

in standard integrated circuit processing. In 1998, Benaissa, et al [46] reported results from 

a ARROW structure compatible with standard integrated circuit processing. The authors 

report waveguide loss around 1 dB/cm and leaky-wave attenuation to the detector 

generally around 10 dB/cm, but as high as 180 dB/cm in some situations for one of the 

three detector structures they studied. The authors attributed this high value to their 

processing resulting in a thin second cladding underneath the first cladding (presumably 

enhancing the ARROW effect) as well as core mismatch / misalignment at the ARROW 

waveguide / detector boundary exciting higher order modes with higher attenuation 

coefficients. System quantum efficiency (from laser source to detector) was estimated to 

be between 0.5 to 2%, while responsivity was around 0.01 A/W at a reverse bias of IV. 

Towards the end of the 1990s, concern for compatibility with CMOS processing began to 

be more prominent. In 1998, Siegert, et al [47] published results from a polymeric 

waveguide structure coupled to a metal-semiconductor-metal (MSM) silicon mesa 

photodetector sandwiched between a CoSi2 bottom electrode and a transparent Cr top 

electrode. They reported quantum efficiencies around 35% when light is laterally coupled 

to the detector by polymer waveguide. Normal incidence excitation of the detectors 

resulted in 3.5 psec full-width half-max (FWHM) pulses at room temperature. It is 

debatable, however, just how compatible polymeric waveguides, even the heat-resistant 

polymeric waveguides used in the author's work, are with conventional CMOS 

processing.11 In 1999, MacDonald, et al [48] reported achieving a -3 dB bandwidth of 

750MHz and a responsivity of 0.13 A/W at 680 nm and 12 V bias on interdigitated normal 

11 CoSi2 and Cr, however, are quite compatible with standard CMOS processing. For example, both Intel and Freescale use 

CoSi2 to obtain low-resistance source/drain regions. 

46 



incident MSM photodetectors which were fabricated on polysilicon. Internal quantum 

efficiency was a reasonably good 54%, while external quantum efficiency was 19%. 

Unfortunately, dark current was a relatively high 1.1 |iA. Processing was compatible with 

standard CMOS, however the 12 V bias requirement would require some special circuitry 

such as an on-chip switching power supply. Similar supplies, however, are already in use in 

DRAM chips. Buchal, et al [49] in 2000 extended the work reported in Siegert, et al [47], 

achieving quantum efficiencies of 4.6% at 800 nm (quite low) and FWHM pulse widths of 

3.2 psec from normal incidence 1250 nm light. As in the earlier work, the devices used 

polymer waveguides and silicon-mesa MSM photodetectors, so the same concerns about 

compatibility of polymeric waveguides with standard integrated circuit processing applies. 

Also in 2000, Miller published an excellent review of the current status of work on on-chip 

optical interconnects. [50] While focused mainly on board-level interconnects, Cho, et al's 

2002 paper [51] presented a number of interesting concepts, using benzocyclobutane 

polymer waveguides and embedded thin-film InGaAs photodiodes to achieve responsivity 

of 0.38 A / W at 5 V bias (wavelength not specified), as well as FWHM pulse widths of 

16.73 psec. While several interesting concepts were developed in the paper, the use of 

polymer waveguides and embedded thin-film detectors largely eliminates the use of the 

techniques presented in the paper for on-chip optical interconnects in a standard CMOS 

process. In contrast, DeVries, et al's paper of the same year [52] (which appears to be an 

extension of MacDonald's 1999 work [48]) uses standard CMOS techniques to create 

normal incidence MSM with a -3 dB bandwidth of 1.5 GHz. Unfortunately, responsivity is 

a very low 0.008 A/W at a wavelength of 980 nm and a 4 V bias. The reported absorption 

coefficient is 2.5xl03 cm"1. Also in 2002, El Kurdi, et al [53] reported on photodetectors 

made of Ge/Si self-assembled islands embedded in rib waveguides constructed from 

silicon-on-insulator wafers. While a novel concept, the responsivity of 0.025 A/W at 1300 

nm and 0.00025 A/W at 1550 nm at 0 V bias were too low to be of interest for on-chip 

optical interconnect applications. Another interesting paper from 2002 is Yang, et al [54], 

where the authors used VLSI-compatible processing to create a trench structure 

photodetector which decoupled carrier transit distance from light absorption depth. The 

authors report a -6 dB bandwidth of 1.6 GHz at a 3 V bias and 845 nm, and a responsivity 

of 0.47 A/W. This responsivity value corresponds to an external quantum efficiency of 
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68%. One major drawback of this technology is that the detectors must be placed in the 

silicon substrate, thus taking up valuable silicon real estate. In addition, since the detectors 

use vertically incident light, the space above the trench must be kept clear of metal lines 

and other circuitry, so that vertically incident light can reach the trench. This is a 

significant restriction on circuit layout. In 2003, Jokerst, et al [55] published a very 

interesting review paper on integrating optical interconnections into board, package and 

chp-level systems, highlighting the existing challenges and existing techniques being used 

to meet them. Nathan, et al paper [56], also in 2003, presented results on coupling light 

from SU8 polymer waveguides to silicon pn diodes in monolithically integrated structures. 

Reported responsivity values of 0.33 A/W at 633 nm and 0.2V reverse bias is quite good. 

Reported waveguide attenuation was quite high, between 1.9 and 2.9 dB/mm. This high 

value was attributed to large sidewall roughness of the waveguide. Since this technique 

shares the problems of other polymer waveguides, in terms of integration into standard 

CMOS processing, this high waveguide loss probably means this technique is not a 

promising candidate for on-chip optical interconnects. 

Given all the work going into on-chip optical interconnects, it is not surprising that people 

began publishing theoretical analyses of and comparisons between various types of 

alternative interconnect technologies. Chen, et al's 2004 paper [57] provides a useful 

comparison between conventional, 3-D, optical and RF interconnect technologies for on-

chip clock distribution. One of their main conclusions is that most of the clock skew and 

power consumption are associated with local, not global, clock distribution. Since most 

alternative clock distribution techniques are focused on global clock distribution, they 

claim that they have no significant advantage over conventional (i.e. metal lines) clock 

distribution. In any technology associated with integrated circuits, people are interested in 

what Intel thinks and is doing. Accordingly, Kobrinsky, et al's 2004 review paper on on-

chip optical interconnects make for interesting reading. [58] Cassan, et al, 2005 paper [59] 

is a theoretical analysis and comparison of electrical and optical global clock distribution, 

in terms of pulse spreading, clock skew and jitter, temperature sensitivity and power 

consumption, and provides an interesting contrast to Chen, et al's 2004 paper mentioned 

above. 
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In addition to the work discussed above, which is direcdy related to on-chip optical 

interconnects, work was taking place in the area of board-level optical interconnects, with 

at least some relevance to on-chip optical interconnects. Seo, et al's paper in 2005 [60] 

appears to be somewhat of an extension of Cho's 2002 work mentioned earlier. In it, the 

authors use polyimide polymer waveguides on a Si-SiOz substrate to couple light to 

InGaAs MSM photodetectors which are fabricated and characterized separately, then 

bonded to the Si substrate. Responsivity for the photodetectors is reported as 0.38 A/W 

at 1300 nm (bias voltage was not specified), while waveguide propagation loss is reported 

as 0.58 dB/cm (0.058 dB/mm) at 1300 nm. While this may be a promising technique for 

board-level interconnects, the complexity of flip-chip bonding photodetectors to a die 

makes this a likely candidate for on-chip optical interconnect applications. 

Table 1: Summary of DC results from optical interconnect-related papers. WG loss and 
detector attenuation are in dB/cm. Responsivity values in bold-face are calculated from 
wavelength and quantum efficiency, and assume that the Q.E. is an external value. 

Lead 
Author 
Bowers 

Hilleringman 
Diaz 
Bean 

Moreno 
Benaissa 
Siegert 

MacDonald 
Buchal 

Cho 
DeVries 
El kurdi 

Yang 
Nathan 

Seo 
this work, 1st 

this work, 2nd 

Year 

1986 
1995 
1996 
1997 
1997 
1998 
1998 
1999 
2000 
2002 
2002 
2002 
2002 
2003 
2005 
2006 
2007 

(nm) 

633 

650 
633 

800 
1300 

633 
1300 
654 
654 

WG 
core 

InGaAsP 
SiON 

Si02 

Si02 

polymer 

polymer 
polymer 

Si 

polymer 
polymer 

SiNx 

SiNx 

WG 
cladding 

InP 
Si02 rib 

SiNx 

SiNx 

Si02,air 

Si02,air 
Si02 

Si02,air 

Si02,air 
Si02,air 

Si02 

SiQ2 

WG 
loss 

<0.5 

<0.3 
1 

3.85 
0.36 

29 
0.58 
17 
8.5 

^ D e t 

(nm) 
1060 

660 
650 

650 
633 
800 
860 
800 

? 
980 
1300 
845 
633 
1300 
654 
654 

Detector 
material 

InGaAsP 
Si 

poly-Si 
poly-Si 

a-Si 
Si 
Si 

poly-Si 
epi-Si 

InGaAs 
poly-Si 
Ge/Si 
poly-Si 

Si 
InGaAs 
poly-Si 
poly-Si 

Q.E. 

Tl(%) 
35 

44 
. 40 

2 
35 
19 
4.6 

2.35 
68 

Atten. 

>100 
180 

30 

R 
(A/W) 
0.30 

0.23 
0.21 

.01 
0.23 
0.13 

0.036 
0.38 

0.008 
0.025 
0.47 
0.33 
0.38 
0.35 
0.7 
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Table 2: Summary of AC results from optical interconnect-related papers. Some authors use 
different wavelengths for detector AC and DC characteristics. f3dB values in bold-face are 
calculated from the FWHM and assume a Gaussian pulse, so f3dB = 0 . 4 4 / ^ ^ . 

Lead 
Author 
Bowers 

Hilleringman 
Diaz 
Bean 

Moreno 
Benaissa 
Siegert 

MacDonald 
Buchal 

Cho 
DeVries 
El kurdi 

Yang 
Nathan 

Seo 
this work, 1st 

this work, 2nd 

Year 

1986 
1995 
1996 
1997 
1997 
1998 
1998 
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2000 
2002 
200 

2002 
2002 
2003 
2005 
2006 
2007 

M 
1060 
532 
790 
790 

? 
850 
1250 
1550 
850 

845 

Detector 
material 

InGaAsP 
Si 

poly-Si 
poly-Si 

a-Si 
Si 
Si 

poly-Si 
epi-Si 

InGaAs 
poly-Si 
Ge/Si 
poly-Si 

Si 
InGaAs 
poly-Si 
poly-Si 

*3dB 

(GHz) 
28 

0.001 
1.4 
10 

126 
0.75 
137 
26 
1.5 

1.5 

FWHM 

(PS) 
34 

3.5 
-250 
3.2 

16.73 

^ D e t 

(nm) 
1060 

660 
650 

650 
633 
800 
860 
800 

? 
980 
1300 
845 
633 
1300 
654 
654 

R 
(A/W) 

0.30 

0.23 
0.21 

.01 
0.23 
0.13 

0.036 
0.38 

0.008 
0.025 
0.47 
0.33 
0.38 
0.35 
0.7 
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C h a p t e r 3 

DESIGN AND FABRICATION OF OPTICAL WAVEGUIDES 
AND POLYSILICON DETECTORS 

1 Introduction 

The goal of this research was to develop an optical interconnect technology that was fully 

compatible with existing standard CMOS processes. That meant using only industry-standard 

design tools, only industry-standard geometries, and only industry-standard materials and 

processing. This chapter will first discuss the design of the optical waveguides, in Section 2, 

while Section 3 will discuss the design of the polysilicon detectors. Section 4 will discuss 

fabrication of the waveguides and detectors. Section 5 will discuss how samples were prepared 

prior to DC and AC measurements. Section 6 will discuss physical analysis of the sample, as a 

complement to the DC and AC electrical analysis discussed in Chapters 4 and 5, respectively. 

2 Design of optical waveguides 

2.1 Design goals 

The major design goal for the optical waveguides was maximizing power transfer to the 

detector, which will convert the optical signal into an electrical signal.12 In broad terms, 

maximizing the power transferred to the detector involves maximizing the power coupled 

from the source to the waveguide leading to the detector, and minimizing the waveguide loss. 

Specific steps to accomplish this involve: 

• A waveguide with a large cross-sectional area to maximize the optical power transfer 

from the optical source to the waveguide and to minimize the effect of surface-

roughness-induced scattering. A waveguide larger than that required to capture all the 

optical power from the source would be inefficient, however. 

Maintaining signal integrity (i.e. maintaining the waveform integrity) would have been a design objective for the waveguide if 
the waveguide lengths had been long enough for signal dispersion to be a factor. Over the centimeter-scale distances of on 
on-chip waveguide, however, there is not enough distance for modal dispersion and other factors to significantly affect the 
shape of the waveform. The addition of noise is not an issue in a passive device such as a waveguide, and optical 
waveguides, unlike electrical waveguides, are not subject to crosstalk or electromagnetic interference. 
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• Minimizing waveguide loss due to bulk scattering. 

• Minimizing waveguide loss due to surface scattering 

• Minimizing waveguide loss due to bulk material absorption. 

• Minimizing waveguide loss due to scattering at splits and branches in the waveguide. 

• Minimizing bending losses in the waveguide. 

The reasons behind the various factors involved in maximizing power transfer to the detector 

are discussed in more detail below. 

2.1.1 Maximizing power transfer to the detector 

As mentioned above, maximizing the power transferred to the detector involves several 

considerations. 

To maximize power transfer from the input source to the waveguide leading to the detector, 

good matching of the waveguide dimensions to the mode-field diameter of the input fiber is 

desired. Given the nature of integrated circuit processing, where film thicknesses are typically 

tens of nanometers to a micron but linewidths are essentially unrestricted, this "mode-field 

matching" goal implies a waveguide with a width equal to that of the core of the input fiber. 

The waveguide height will probably be limited to a few hundred nanometers, due to the need 

to be compatible with other film thicknesses and processing requirements. This process of 

transferring power from the input source to the waveguide is somewhat analogous to 

transferring an optical signal from a large-diameter multimode fiber to a second large-diameter 

multimode fiber, as compared to transferring the signal from a multimode fiber to a single-

mode fiber. If the area of the source is much larger than the area of the waveguide, then either 

power will be lost in the transfer or lensing / focusing systems will be required. (And even 

with lenses, power may be lost, due to the NA of the waveguide and the resolution limit of the 

lenses.) If the waveguide is larger than the source, then the beam will be expanded, almost 

certainly unnecessarily. (The process of shrinking the beam again will add complexity, expense 

and almost certainly loss of optical power.) As single-mode visible wavelength optical fibers 
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have a core diameter on the order of 4 |Llm (area of around 12.5 l-lm2), while the largest on-chip 

optical waveguides used in this research had dimensions of 0.3 (Xm high by 30 |Llm wide (area 

of 9 (Im2) and typical waveguides had dimensions of 0.5 (Im wide by 0.3 |J,m high (area of 0.15 

|Llm2), the assumption of "source larger than on-chip waveguide" is reasonable. 

In addition to the issue of coupling optical power from the source into the waveguide, there 

are also the issues of light scattering out of the waveguide and light being absorbed in the 

waveguide. The two main scattering mechanisms are surface roughness, caused by the 

photolithographic and etch processes used to define the waveguide, and bulk scattering, 

discussed below. 

The effect of surface roughness can be minimized by making the cross-sectional area of the 

waveguide relatively large. This helps in two ways. First, the obvious way that the ratio of the 

waveguide perimeter to the waveguide cross-sectional area decreases as the area increases. 

Second, as the waveguide width, and therefore area, increases, the size of the evanescent tail 

decreases, resulting in less power at the surface of the waveguide to be scattered. (Note that 

the amount of power which reaches the detector depends on the evanescent tail extending 

from the vertical axis of the waveguide. Changing the width of the detector won't affect this, 

except near the waveguide corners.) 

Bulk scattering, due to nonuniformities (e.g. defects, inclusions, particles, localized areas of 

lower or higher refractive index, et cetera) can also reduce the power delivered to the detector. 

However, bulk scattering is determined by the deposition conditions, and is therefore outside 

the control of the waveguide designer. If bulk scattering is found to be a significant factor, it 

could, however, be minimized through careful design of the deposition process and 

equipment. 

Material absorption is dealt with by choosing a waveguide core material (silicon nitride, SiNx) 

that has zero absorption at the wavelength of interest.13. 

» 654 nm for Sharp GH06510B2A laser diodes and 685 nm for Hitachi HL6738MG laser diodes. 
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Waveguide splits are required in any kind of waveguide distribution geometry. An example of 

a typical waveguide split is shown in Figure 1. 

Figure 1: First split in the large H-tree clock distribution circuit (Second-generation die) 

However, splits will reduce power delivered to the detector as a result of excess loss at the 

split. NSOM measurements [1] showed that a nominal 3 dB splitter (e.g. A waveguide of width 

N coming in and with two waveguides each of width N / 2 going out, each carrying half the 

input optical power) can lose as much as 4 dB at the split. 
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Figure 2: NSOM image of waveguide split. The bright spot surrounding the split is due to 
optical power scattered out of the waveguide at the split. This power scattered out of the 
waveguide at the split results in excess loss at the split [1] 

As is well known from fiber optic waveguides, bends in the waveguide can also reduce the 

power delivered to the waveguide, due to an increased evanescent tail on the outside of the 

bend, relative to a straight waveguide. [2] 

All of these effects - waveguide cross-sectional area that is well matched to the mode field 

diameter of the input source, as well as minimizing waveguide surface roughness, waveguide 

bulk scattering, excess loss at splits, and waveguide bending loss — must be taken into account 

when designing the optical waveguides if maximum power transfer to the detector is to be 

obtained. 
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3 Design of polysilicon detectors 

3.1 Design goals 

The two major design goals for the detector were: 

1. Maximize speed of the detector 

2. Maximize die responsivity of the detector (i.e. Maximize the photocurrent out for a 

given optical power in.) 

Since this research is targeted toward on-chip optical interconnects, specifically clock circuitry, 

and modern integrated circuits are clocked in the one to four GHz range, the detectors must 

be capable of response in the one to four GHz range as well. Maximizing the response of the 

detector will allow lower-power sources to be used while still generating sufficient response 

from the detector. 

3.1.1 Detector geometry 

Figure 3 and Figure 4 are SEM images of the detectors. Note that the images are of different 

detectors. 

59 



gSISiflS* 

.u . 

&%&gfc5&&s^u 

EM Center SEI 15.0kV X11,000 1jum WD4.0mm 

Figure 3: Waveguide on top of a polysilicon detector. Rough regions at the top and bottom 
of the detector are silicided regions. 
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Figure 4: Oblique view of waveguide and detector 

The design variables for the detectors were the contact spacing S, the detector length L and the 

waveguide width W. Figure 5 shows side-view and end-view cross-section illustrations of the 

detector structure, indicating the definitions of S, L and W. Note that Figure 5a is a merged 

side view, showing both the contacts, which are at the edge of the device, and the waveguide 

core, which run through the middle of the device. The end view of Figure 5b more clearly 

shows the separation between the waveguide core and the contacts. Figure 6 is an isometric 

projection cross-section of the device, giving a third perspective of the detector structure. 
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Figure 5: (a) Side and (b) end views of waveguide and detector structure, showing typical 
contact spacing S, waveguide width W and detector length L. For clarity, the low-pressure 
chemical vapor deposition (LPCVD) silicon nitride "spacers" on the sides of the polysilicon 
have been omitted. 
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Figure 6: Isometric projection cross-section of the detector and waveguide. TEOS and PSG 
are types of Si02 and form the cladding layers around the SiNx waveguide core. For clarity, 
the LPCVD silicon nitride spacers on the sides of the the polysilicon have been omitted. 

There were two generations of optical interconnect chip designs. Both generations of test 

chips contained detectors placed around the perimeter of the die, with waveguides leading 

from the edge of the die to the detectors, and detectors in the H-tree. (For brevity, the 

detectors around the edge of die are referred to as "edge-coupled waveguide detectors".) The 

first generation test chip is documented in Appendix B, while the second generation is 

documented in Appendix C. On the first generation design, shown in Figure 7, the contact 

spacing varied in somewhat logarithmic steps from 1.14 |im to 30.14 |Im. Detector length was 

limited to two values: 5 um and 10 pun. This 2:1 ratio allowed for analytic extraction of the 

absorption coefficient of the polysilicon detector, as described in Chapter 4. Detectors with a 
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variety of waveguide widths - from 0.5 |im to 30 Jim - were fabricated. Half (13 out of 26) of 

the first-generation edge-coupled detectors, however, had a single-mode 0.5 |Llm wide 

waveguide. On the second-generation design, shown in Figure 8, contact spacing varied from 

0.68 LXm to 4.64 |Im, again in a somewhat logarithmic fashion. (Two edge-coupled detectors 

had asymmetrically spaced contacts - 1 |Im on one side of the waveguide and 10 (J.m on the 

other side of the waveguide. This was done to investigate the effect of asymmetrically placed 

contacts.) With one exception, detector length on the edge-coupled devices was again limited 

to the two values of 5 |im and 10 \Xm. The one exception was a 40 |Im long detector, to 

investigate the impact of extremely long detectors. Waveguide widths varied from 0.5 |lm to 4 

Jim. Most of the devices (14 out of 19) had 0.5 (Im single-mode waveguides. Table 1 through 

Table 4 list the various values of the detector geometry variables. 
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Figure 7: Microphotograph of a first-generation die, courtesy of Aspen Technologies 
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Figure 8: Microphotograph of a second-generation die, courtesy of Aspen Technologies 

Table 1: 1st generation edge-coupled detector geometry variables. Values are artwork 
dimensions. Not all combinations are available. Contact spacing is edge-to-edge, not center-
to-center. See Appendix B for details. 

WG width W(Llm) 

Detector length L (|Im) 

Contact spacing S (|Im) 

0.5,1.5, 2.5, 3.5, 4.5, 5.5, 9.5, 24.5, 29.5 

5,10 

2.14, 3.14, 4.14, 5.14, 6.14,10.14, 25.14, 30.14 

Table 2: 1st generation H-tree detector geometry variables. Values are artwork dimensions. 
The 1st generation H-tree had only one detector layout. Contact spacing is edge-to-edge, not 
center-to-center. 

WG width Wflim) 

Detector length L (f-lm) 

Contact spacing S (|J.m) 

0.5 

10 

1.14 

Table 3: 2n generation edge-coupled detector geometry variables. Values are artwork 
dimensions. Not all combinations are available. Contact spacing is edge-to-edge, not 
center-to-center. See Appendix C for details. 

WG width W (Mm) 

Detector length L (|Xm) 

Contact spacing S ()Llm) 

0.5, 2, 4 

5,10, 40 

0.68, 0.8, 0.9,1.6, 2.14,2.64, 4.14, 4.64 
(Two asymmetric devices: 11.5, 15) 
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Table 4: 2nd generation H-tree detector geometry variables. Values are artwork dimensions. 
Not all combinations are available. Contact spacing is edge-to-edge, not center-to-center. 
See Appendix C for details. 

WG width W(|Hm) 

Detector length L Qlm) 

Contact spacing S (|lm) 

0.25, 0.5, 2 

2, 3, 4, 5, 50 

0.89,1.14,1.64,2.97,3.44 

Figure 9 through Figure 11 are microphotographs of some selected second-generation 

devices14. The first-generation devices look essentially like the device of Figure 9, with 

modifications for different waveguide widths, detector lengths and contact spacings, as 

appropriate. The only visible differences between first-generation and second-generation 

devices are that first-generation devices had much longer metal traces running from the device 

pads to the devices (~200jim versus ~15|Im) and that about half of the second-generation 

devices had large U-shaped bends in the waveguides, so that the detector was placed "behind" 

the pad with the waveguide coming in "from the back". (The waveguide bend is not visible at 

the scale of these microphotographs.) The U-bend was included to try to eliminate the 

possibility of light from the source reaching the detector directly, rather than through the 

waveguide. An example of a second-generation U-bend, leading to the 0.4,10,4.14 device, is 

shown in Figure 12. More documentation about the U-bends and the devices to which they 

lead is in Appendix C. 

14 In the triple of numbers describing the edge-coupled waveguide devices, the first number is the waveguide width in |im, the 
second number is the detector length in (Xm and the third number is the contact-edge-to-contact-edge spacing, again in |Xm. 
For the asymmetric contact spacing devices, the third value is in parenthesis, and represents the contact-edge-to-waveguide 
spacing on each side of the waveguide. Thus, the 0.5,10,(1,10) device has a contact-edge-to-contact-edge spacing of 11.5|J.m. 
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Figure 9: 2" -generation 0.5,10,1.6 device (Original image is 160x, this is 120x.) 

Figure 10: 2" -generation 4,10,[1,10] asymmetric device (Original image is 160x, this is 120x.) 
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Figure 11: 2nd-generation 0.5,40,2.6 device (Original image is 160x, this is 120x.) 
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Figure 12: U-bend waveguide, leading to the 0.5,10,4.14 second-generation device 
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Unfortunately, on the second generation wafers, all of the edge-coupled detectors with contact 

spacing less than 2.14 flm were unusable. Some of the 2.14 Jim devices were also unusable. 

As will be discussed in Chapter 4, dark currents were in excess of 100 (JA at 0.1 V bias for the 

smallest contact spacing, indicating the devices were shorted. Typical dark current values are 

on the order of 100 picoamps at 0.1 V bias. 

3.1.2 Maximizing detector speed 

As discussed in Chapter 2, detectors should be designed to have a short transit time. As the 

transit time is a function of the contact spacing S and the carrier velocity v, and the carrier 

velocity is outside the control of the detector designer, the detectors should be designed for 

small contact spacing. (The carrier velocity in a polysilicon detector is a function of the 

polysilicon grain size and the electric field strength, which in turn is a function of the bias 

voltage and the contact spacing. While the contact spacing is determined by the detector 

designer, the polysilicon grain size is determined by the process designer and the maximum 

bias voltage is determined by the overall system designer.) 

As discussed in Chapter 2, if the electron-hole pair (EHP) lifetimes follow a negative 

exponential distribution, the corresponding frequency response of the photocurrent is 

\!ph M | = Iphfi 

( - 1 ^ 
8{o)) + G—- , where Iph0 is the photocurrent at very low bias voltages 

(i.e. without any photoconductive gain mechanism), G is the photoconductive gain and f is 

the average carrier lifetime. Therefore, for high-speed devices, a short carrier lifetime is 

desired. 

3.1.3 Maximizing detector current responsivity 

There are several factors which the device or detector designer can easily control in order to 

maximize the detector's responsivity (i.e. current out for optical power in). 

First, make the detector long. The longer the detector, the more evanescent coupling will 

occur. However, since the power which is evanescently coupled out of the waveguide and into 

the detector at one point is no longer available in the waveguide for later points, it is possible 

to reach a point of diminishing returns. For example, if 90% of the power in the waveguide is 
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absorbed in the first 10 )J,m that the waveguide crosses die detector, then doubling the detector 

length to 20 |im would only result in an increase in absorbed power, from 90% to 99% - a 

10% (9 percentage point) increase in absorbed power for a doubling of length. 

Second, make the contact spacing as small as possible, consistent with the waveguide width 

and design rules for the process. For a given bias voltage, this will produce the maximum 

electric field in the detector, resulting in the most efficient separation of photogenerated 

electrons and holes. In addition, as discussed in Chapter 2, smaller contact spacing results in 

higher photoconductive gain, with the gain inversely proportional to the square of the contact 

spacing. (As discussed in Section 3.1.2 of this chapter, small contact spacing also helps device 

speed.) 

Third, minimize the vertical distance between the waveguide and the detector. This will 

provide the strongest evanescent coupling between the waveguide and the detector. (Stricdy 

speaking, this factor is under the control of the process designer, not the detector designer.) 

Fourth, design the detector to have gain - more than one counted electron for every absorbed 

photon. In other words, design the detector to have a photoconductive gain process similar to 

those discussed in Chapter 2. However, as noted in Chapter 2, photoconductive gain is 

proportional to carrier lifetime. Thus, for high gain and the corresponding improved 

responsivity, a long lifetime is desired. However, as noted in Section 3.1.2, a short lifetime is 

desired for high speed. This trade-off in carrier lifetime between high responsivity and high 

speed is similar to the well-known gain-bandwidth tradeoff in amplifiers. 

3.1.4 Summary 

In summary, the design of the polysilicon photodetectors must take into account the twin 

goals of high speed and high responsivity. Some factors help both (e.g. small contact spacings 

and high bias voltages), some are irrelevant to one or the other (e.g. long detector length -

remember that the detector length is perpendicular to the direction of photocurrent flow), and 

some are opposing (e.g. carrier lifetimes should be short for high speed, but long for high gain 

and thus high responsivity). The nature of the Schottky contacts is critical in both goals. 
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4 Fabrication of optical waveguides and polysilicon photodetectors 

Since, as mentioned at the start of this chapter, the goal of this research was to develop an 

optical interconnect technology compatible with standard CMOS processing, the processing of 

samples was essentially the same as that of a standard CMOS process. For that reason, only 

the steps unique to fabricating the optical waveguides and the polysilicon detectors will be 

discussed. For details of general CMOS fabrication, one can consult any number of books. [5-

7] All thicknesses and refractive index values listed here and shown in the figures are nominal 

values. 

It should be noted here that there were two wafer fabrication runs, using two different chip 

designs. The first run focused solely on the optical waveguides and polysilicon 

photodetectors. It omitted MOSFET formation and stopped after the first metal deposition. 

The second run was a full process flow, including MOSFET formation, through second metal 

deposition, with the addition of the cladding and core layer depositions for the optical 

waveguide. (Since the polysilicon detectors were based on the polysilicon MOSFET gate layer, 

no special deposition was required to create them.) The processing discussion below is for the 

first generation material. As noted earlier, the second generation material included the 

processing necessary to make MOSFET, which was done before the optical interconnect 

processing. The second generation material also included the processing necessary to have 

two levels of metal, which was done after the optical interconnect processing. First and 

second generation process flows are listed in Appendix D. 

As part of the design process, artwork is created to define the photomasks that will be used to 

create the waveguides and detectors on the wafers, as well as all of the MOSFETs, metal lines 

and other structures on the die. As part of the artwork, regions are defined which will prevent 

the polysilicon areas that are to become photodetectors from being doped with impurities or 

from being "silicided". (i.e. Converted into titanium silicide through a high-temperature 
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reaction with titanium that has been deposited onto polysilicon.) Thus, the polysilicon 

photodetectors were formed from the 255 nm, n=3.85 MOSFET polysilicon gate deposition15, 

but without the dopants16 and titanium silicide formation17 that the MOSFET gates received. 

The lower cladding, of the optical waveguide was a nominal 440 nm, n=1.45 deposited silicon 

dioxide (SiOj) film. The silicon dioxide is formed by the decomposition of tetra-ethyl ortho-

silicate (TEOS) vapor at high temperatures and low pressures, and is a standard recipe in the 

process, used for inter-metal dielectrics. [8] Only the deposition time, and thus thickness, has 

been modified. Below the lower cladding was a 200 nm, n = 1.45 phosphosilicate glass (PSG) 

layer — silicon dioxide doped with phosphorous. This layer turned out to play an unexpectedly 

important role in the waveguide loss mechanisms, to be discussed in Chapter 4. 

After the TEOS deposition, the lower (PSG plus TEOS) cladding is chem-mechanically 

polished (CMP) to provide a smooth, planar surface for subsequent film depositions and 

photolithographic patterning. Again, this is a standard recipe in the process. 

The waveguide core is a nominal 350 nm, n = 1.8 deposited silicon nitride (SiN^ film. The 

silicon nitride is formed by the reaction of silane (SiH4) and ammonia (NH3) at low pressures 

with an electrical plasma providing the energy required to make the reaction occur, (i.e. The 

silicon nitride layer is a plasma-enhanced chemical vapor deposition, or PECVD.) 

Stoichiometric silicon nitride is Si3N4, however the deposited film is non-stoichiometric, 

leading to the "SiNx" designation. The silicon nitride is another standard recipe in the process, 

used as passivation layer. It has been modified only in terms of thickness from existing 

recipes. It should be noted that PECVD silicon nitride is slightly less dense, both physically 

and optically, than thermally-deposited silicon nitride. 

15 Nominal deposition conditions are: temperature: 620 C; pressure: 200 mtorr; silane (S1H4) flow: 100 seem at top of vertical 
reactor, 160 seem at bottom of vertical reactor, giving a nominal deposition rate of 0.1 nm/minute. 

16 While the polysilicon used for the photodetectors was not intentionally doped, it may have been inadvertently doped due to 
tails from the source/drain implants or the polysilicon doping implant extending through the implant blocking layers, or as a 
result of boron outdiffusion from the back of the adjacent p-type wafer during the poly deposition step. Any inadvertent 
doping would be at a very low level, if present at all. 

17 While the artwork contained a silicided block layer over the entire polysilicon detector region, Figure 3 shows that the 
contact regions to the polysilicon were, in fact, silicided. 
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The use of polysilicon as the detector layer provides a material with a refractive index higher 

than silicon nitride, permitting the desired leaky-mode coupling from the nitride waveguide 

core to the detector, while maintaining mechanical and thermal compatibility with the other 

films in the structure. 

Following the waveguide creation step, an n=1.45 TEOS layer was deposited and thinned, by 

CMP, to a nominal thickness of 280 nm over the waveguide nitride. This top cladding TEOS 

layer is identical to the TEOS in the bottom cladding except for thickness. The as-deposited 

thickness of the top cladding TEOS is 1200 nm, versus 440 nm for the bottom cladding 

TEOS. As noted, the top cladding TEOS is thinned to a nominal 280 nm by CMP. This 

TEOS is part of the standard CMOS process flow, as an intermetal dielectric. 

After the top cladding deposition, the standard CMOS process resumes, with definition of the 

contacts and first level metal. 

The contacts are plugged with tungsten. The metal stack consisted of a 10 nm Ti layer, then a 

390 nm Al/0.5% Cu layer, with a 35 nm TiN layer on top. 

5 Sample preparation 

Once processing and initial electrical testing (for process-control reasons) was finished at 

Agilent/Avago, the wafers were sent to Aspen Technologies in Colorado Springs, CO for 

dicing. (i.e. Sawing the wafers into individual die.) Following dicing, selected die were edge 

polished to an optical-quality finish, to allow end-fire coupling to the waveguide. 

Polishing was done in-house at CSU, using a Buehler Eco-Met polisher, and at Agilent/Avago, 

using an Allied Multi-Prep polisher. In both cases, polishing was done using a variety of Allied 

polishing papers. Prior to starting polishing, a cover-slip was attached to the patterned side of 

the die sample, using CrystalBond. At CSU, polishing started with 30 \±m grit papers, to 

quickly remove the cover slip, the bulk of the excess material on the die and get close to the 

entrance of the waveguide, and proceeded through 10 |Im, 5 |Im, 1 (im and finer grits, down 

to 0.1 |J,m grit paper. At Agilent/Avago, polishing started with grinding down the cover slip 

until close to the die edge. Polishing then switched to the MultiPrep with 15 |Im grit paper, 
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until very close to the waveguide entrance. At that point, polishing switched to a 1 (Im grit 

paper. Once the polishing had gotten into the waveguide, polishing switched to Buehler 

Masterpolish 2 polishing liquid for die final polish. Information about the polishing procedure 

is in Appendix E. 

To allow for identification of the die used to make any given measurement, a die numbering 

scheme was developed and used on both first and second generation wafers. This information 

allowed tracking back if, for example, results from some die were found to be good while 

other results from other die were found to be poor. This might be caused by a center to edge 

or top to bottom differences in wafer processing. Knowing the die number potentially 

allowed discovery of differences in measured results were connected to die location on the 

wafer. As it turned out, though, wafer to wafer differences swamped within-wafer differences. 

The principle, though, is sound. Information on the die numbering scheme is in Appendix F. 

6 Physical analysis of samples 

In addition to the DC and AC analysis of the samples, discussed in Chapters 4 and 5 

respectively, physical analysis was also performed on the samples. The specific techniques 

were polysUicon grain size measurement using atomic force microscopy (AFM), polysilicon 

surface roughness and scanning electron microscopy (SEM) cross-sections. Of these three 

techniques, the polysilicon grain size measurements were the most interesting, due to the 

insights they provided into contact behavior, as will be discussed in Chapter 4. AFM 

polysilicon grain size measurement results are shown in Figure 13, Figure 14 and Figure 15. 

(AFM measurements are courtesy of Avago Technologies, Fort Collins, CO.). These results 

are from first-generation material. Second-generation material should have similar or 

somewhat larger grain size. While the polysilicon was deposited under identical conditions 

(leading to identical grain size), the additional processing received by the second-generation 

material resulted in an additional thermal history for the second generation material, compared 

to the first generation material. While the exact effect of the additional thermal processing on 

grain size is unknown (unlike the first generation material, no second generation samples were 

pulled after polysilicon deposition), the additional thermal history would not make the grain 

size smaller, and might well make the grain size larger. 

74 



Two factors stand out most prominently in the AFM results. First, the generally small size of 

the grains (minimum grain size are 3.815 nm2, 3.815 nm2 and 3.815 nm2 in samples 1, 2 and 3, 

respectively, with mean grain size of 12438 nm2, 1495.4 nm2 and 6252.3 nm2). Second, the 

large standard deviation in the grain size (24065 nm2, 1900.7 nm2 and 8677.0 nm2 in samples 1, 

2 and 3, respectively). 

The small grain sizes imply many grain boundaries, with die possibility of enhanced carrier 

diffusion along the boundaries. [9] Smaller grain size will also result in more grain boundaries 

between the contacts, which will affect both the dark current [10] and the photocurrent. [9]. 

The large standard deviation implies a wide variation in grain sizes. 

Finally, the maximum grain size is of interest, due to relevance for the behavior of the devices 

as contact spacing shrinks. The maximum grain size is 96702 nm2, 6298 nm2 and 27538 nm2, 

for samples # 1 , #2 and #3 respectively. The large grain size from sample #1 may be a 

measurement artifact, as the sample image appears to show three adjacent grains which 

apparently are being treated as one. This impression is reinforced by the fact that a histogram 

of the grain sizes in sample #1 indicates that the 96702 nm grain is several times larger than 

the next largest grain size in the sample. 

While the grains are irregular in shape, an idea of their linear dimensions may be obtained by 

treating the grains as circles. Under that assumption, the smallest grains are circles with 

diameter 2.2 nm, while the largest grains are circles with diameter 351 nm, 89.6 nm and 187 

nm, for samples 1, 2 and 3 respectively. (Remember that the largest grain from sample 1 may 

be three grains combined, so that its "radius" value may not be an accurate reflection of even 

the assumed condition. If the true largest grain size for sample #1 is on the order of one-third 

the indicated maximum grain size, then the true radius for sample #1 is on the order of 202 

nm.) 

Since potential barriers exist at the grain boundaries between grains and are significant barriers 

to current flow [11], as contact spacing becomes comparable or even smaller than grain size, 

then the detectors will tend to behave as single-crystal devices. If the contacts to the detectors 
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are ohmic or leaky Schottky contacts, then the dark current will be limited largely by the 

resistance of the quasi-single-crystal silicon of the grain. 
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Figure 13: Polysilicon grain size, region 1, 1 |Im scan 
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Figure 14: Polysilicon grain size, region 2, 1 |_lm scan 
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C h a p t e r 4 

DC TESTING AND CHARACTERIZATION OF OPTICAL WAVEGUIDES AND 
POLYSILICON DETECTORS 

1 Introduction 

As noted in the previous chapter, the optical waveguides and the polysilicon detectors have 

design goals which can be characterized as primarily AC or primarily DC. The primarily AC 

design goal is maximizing the speed of the polysilicon detector. The primarily DC design goals 

are twofold. One goal is maximizing power transfer through the waveguide to the detector. A 

second goal is maximizing the response of the polysilicon detector for a unit optical power in. 

This chapter will discuss the testing and characterization related to the DC design goals. 

Testing and characterization of the AC design goals will be discussed in the next chapter. 

Section 2 will discuss DC testing and characterization of the waveguides, while Section 3 will 

discuss the polysilicon detectors. Section 4 will describe the current understanding of the 

device physics behind the detector, with the exception of the photoconductive gain 

mechanism discussed in Chapter 2. 

2 DC Testing and Characterization of the Optical Waveguides 

As discussed in Chapter 2, in order to maximize optical power transfer from the source to the 

detector, waveguide loss must be minimized. In order to understand the loss mechanisms, and 

in order to know how much optical power is reaching the detectors, the waveguide loss must 

be measured. This section will discuss a fiber scanning system which was developed to 

measure waveguide loss. 

2.1 Fiber scanning system hardware 

The fiber scanning system used in this research detects the light scattered up out of the 

waveguide, similar to the camera method. It consists of a 1 m long, 62.5 |Im core diameter, 

multimode patch cord, a sensitive photodetector (Hamamatsu S8745-01 silicon 

photodiode/TIA combination), three micropositioners (Zaber T-LA28A) and an XYZ stage 
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(OptoSigma 65mm x 65mm base, 25mm travel, p /n 122-0470). The output of the 

photodetector is measured by a Keithley 2400 SourceMeter operating in voltmeter mode. The 

photodetector was not originally connectorized, so an adaptor port (Fiber Plus International 

custom threaded detector port) was used to mate the photodetector with the connector on the 

patch cord. Figure 1 shows a block diagram of the scanning apparatus, while Figure 2 and 

Figure 3 are photos of the scanning apparatus. 

Photodetector 
/ TIA box 

Coax 

Motorized 
XYZ stage 

A 

Keithley 2400 GPIB 

RS-232 

V 
PC 
controller 

Multimode fiber 

Stripped & 
cleaved end 

25(im gap 
(typical) 

Waveguide 
sample 

Figure 1: Block diagram of the fiber scanning system 
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Figure 2: Overhead view of the fiber scanning apparatus. For clarity, the power supply 
cables to the photodetector / TIA box have been disconnected. 
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Figure 3: Slight elevation view of the fiber scanning apparatus. For clarity, the power supply 
cables to the photodetector / TIA box have been disconnected. 

The hardware is controlled by a LabVIEW program written around Lab VIEW device drivers 

supplied by Zaber and Keithley. The LabVIEW program will be discussed in the next section. 

As mentioned above, the system collects light in a manner similar to camera-based systems 

depicted in the literature. However, in contrast to camera systems, which are generally limited 

to visible or near-infrared wavelengths, the fiber scanning system used in this work can be 

customized to work at any wavelength for which a suitable single-element detector can be 

found. In addition, camera-based systems need to assure response linearity across the field of 

view. By using a single detector, the fiber scanning system used in this work eliminates this 

problem. 
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Camera pixels often possess relatively low quantum efficiencies, much lower than available 

from commercial single-element photodiodes. This frequently limits the sensitivity of camera-

based systems unless excessively long integration times are used. In contrast, the system used 

in this research regularly detects optical signals in the picowatt range. Camera-based systems 

can suffer from quantization error and dark current, especially at low light levels. The 

quantization error of this system is limited only by the voltmeter used in the system. Dark 

current in the system is low enough (equivalent to 0.5 pW) that picowatt-level signals can be 

reliably observed, as mentioned earlier. The specific photodetector used for the results 

reported in this work is not suitable for observing optical signals above 32 Hz. (Since the fiber 

scanning system is performing DC waveguide loss characterization, this is not a significant 

problem for this application.) 

It should be noted that the system's sensitivity to picowatt-level signals allows the system to be 

used with either moderate loss waveguides with very low launched power (the application in 

this research) or very low loss waveguides with moderate launched power. 

Each micropositioner controls the position of one axis of the XYZ stage, replacing the manual 

micrometers which came with stage. One axis (X) is used to maintain a constant height above 

the waveguide while the other two axes control the motion across the waveguide (typically Y) 

and along the length of the waveguide (typically Z). 

Standard optical bench hardware was used to attach a post-mountable fiber clamp (ThorLabs 

T711-250) to the vertical axis stage, with the axis of the clamp in the vertical direction. 

The multi-mode patch cord was cut in half. The free end was stripped to a length of 40 to 50 

mm by removing the outer jacket, buffer and inner jacket. To eliminate light entering the fiber 

by any means other than through the fiber tip, the stripped fiber was painted black. The fiber 

tip was then cleaved to obtain a good optical finish. The stripped end of the fiber was then 

placed in the fiber clamp, with approximately 30 mm of the stripped fiber below the fiber 

clamp. Despite concerns about vibration, no vibration-related problems have been observed 

in practice. If vibrations are a problem, standard anti-vibration precautions (e.g. floating the 

table) can be taken. 
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The photodetector and associated circuitry were installed in a box. Inputs to the box are two 

banana jacks, for the +15 V and -15 V supplies required by the photodetector, a double-pole, 

single-throw on/off switch, and the adaptor port for the sensing fiber. Output is a BNC 

connector for the photodetector's output. The circuit used was the example circuit provided 

on the photodetector's datasheet, with the addition of ferrite cores on the +15 V and -15 V 

leads at the photodetector, for EMI suppression. 

The sensing fiber collects light scattered up out of the optical waveguide and transmits it to the 

photodetector, which converts it to a voltage. The assumption is made that the optical power 

scattered up out of the waveguide is a constant fraction of the optical power in the waveguide. 

Care is required to ensure that light from the source which is not coupled into the optical 

waveguide is not scattered from surface of the sample. Uncoupled scattered light from surface 

defects could lead to a false value of the intrinsic waveguide scatter and thus waveguide loss. 

This problem is easily avoided by the use of a physical light block near the input of the 

waveguide, such as a small piece of opaque paper temporarily attached to the sample. 

2.2 Fiber scanning system software 

As mentioned above, Keithley meter and the Zaber micropositioners which drive the XYZ 

stage are controlled by a Lab VIEW program which combines Keithley and Zaber-supplied 

device drivers with in-house written code. In general terms, the LabVIEW program 

commands the micropositioners to scan the sensing fiber across the waveguide to be measured 

a user-specified number of time, typically three. Following this, the LabVIEW program 

commands the micropositioners to move the sensing fiber to a new position along the 

waveguide. Once the sensing fiber is in the new position, the "scan across the waveguide" 

step is repeated. This "move to a new location on the waveguide and scan across it" 

procedure is repeated for a user-specified distance along the waveguide. 

The LabVIEW program was written to command the micropositioners to move in absolute 

amounts (e.g. move to 17280 am). Tests were performed using movements in relative 

amounts (e.g. move 10 am forward from the current position), but it was found that absolute 

movements had better position repeatability. This is because an arbitrary amount, whether an 
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absolute movement or a relative movement, may not be exactly expressible as an integer 

multiple of the stage resolution - 0.0992 [im for the units used in this system. When making 

absolute moves, the micropositioner will take the stage to within one stage resolution of the 

desired location. When making relative moves, the position errors tend to add. (e.g. If the 

first movement is short by, for example, half the stage resolution, all subsequent motions will 

also be short by the same amount. If the stage takes, say, 30 steps to get to its desired final 

position, the final position will be off by 30 times half the stage resolution.) 

The starting position for the scan at each step down the waveguide is adjusted to place the 

peak of the scan at the previous step in the center of the scan. This reduces the scan length 

required to characterize the waveguide, by eliminating the need to have the scan length large 

enough to compensate for any misalignment of the sensing fiber to the waveguide. By 

reducing the scan length, the measurement time is reduced. (The initial starting position is 

established by a single relatively long scan (typically 1 mm) whose sole purpose is to locate the 

peak. Once the location of the peak has been found, the starting position is set so that the 

peak will be half-way through the relatively short scan (typically 200 [im) used to for the 

measurements which will characterize the waveguide.) 

2.3 Fiber scanning system experimental procedure 

When preparing to scan a waveguide, care was taken to arrange the scan start and stop 

positions so that the vertical axis is either unchanging or moving down (being pushed by the 

micropositioner) while scanning, to avoid any problems caused by the lack of force exerted by 

the vertical stage's internal spring when near the stage's fully retracted position. Note that this 

was a problem only for the vertical axis stage, not for either of the horizontal axis stages. Since 

the problem only exists near the vertical axis stage's fully retracted position, and the scan 

typically takes place with the vertical axis stage near the middle of its travel, ensuring the scan 

moves down was done largely to eliminate one possible source of error. 

The vertical axis height change down the waveguide is found by commanding the vertical axis 

micropositioner to lower the multimode sensing fiber until it just touches the surface of the 

sample at one end of the region to be scanned, then repeating this procedure at the other end 

of the region to be scanned. Touching is determined by carefully observing the fiber to see 
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where it begins to flex. This is one reason why a long length of fiber is stripped - the sideways 

flexing is easier to see when a long length of stripped fiber is involved. The vertical axis height 

change is found by calculating the difference between the "just touching" height at the two 

ends of the region to be scanned. This vertical axis height change is one of the inputs to the 

Lab VIEW program which runs the fiber scanning system. With practice, a vertical position 

repeatability of 2 jxm or better was obtained. 

The scanning process is divided into two parts — a "fast" scan across the width of the 

waveguide and a "slow" scan along the length of the waveguide. The Lab VIEW program 

allows the user to specify which horizontal stage will be the fast scan axis; the other horizontal 

stage is assigned the slow axis scan. The program also allows the user to specify, for both 

horizontal scan axes, the total scan length, the number of steps and the delay between steps. 

Finally, the user can specify how many passes across the waveguide and down the waveguide 

are to be performed. Typical values used are three passes across the waveguide and one pass 

down the waveguide. (The three passes across the waveguide allow for averaging and thus 

signal-to-noise improvement and anomalous spike identification.) 

Maintaining the sensing fiber at a constant height above the waveguide, from the start of the 

scan to the end of the scan is important. If the sensing fiber's height above the waveguide 

varies, the amount of optical power collected by the sensing fiber will also vary. This height-

induced variation will cause errors in waveguide loss calculations. 

The LabVIEW program also allows the user to specify the height change between the start 

and end of the scan along the length of the waveguide. This total height change is divided by 

the number of steps along the length of the waveguide, giving a "vertical axis height change 

per slow axis step". This procedure assumes there is no topography involved with the 

waveguide, but as this is commonly the case, it is not a severe restriction. In addition, height 

change across the width of the waveguide is ignored. However, since waveguide widths are 

commonly on the order of a few microns or less, while the length of the waveguide is typically 

a few millimeters, this is again not a severe restriction. 
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In theory, if the waveguide is a constant width, die full-widdi half-max (FWHM) of die peak 

could be used to keep die sensing fiber at a constant height above die waveguide. This would 

be done by adjusting die height of die sensing fiber to keep the FWHM constant. However, 

to date attempts to use die FWHM have proved less satisfactory than die fiber-touch 

technique described above. 

2.4 Fiber scanning system experimental results 

Figure 4 and Figure 5 show experimental results obtained widi the system. These results are 

from three passes across the waveguide at a position approximately 2 mm from the input of 

the waveguide. When the average peak value from these results is combined widi results from 

other positions along the waveguide, the waveguide loss is easily determined. Figure 6 shows 

the full-width half-max (FWHM) of die detector peak down the waveguide. 
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Figure 4: Results from the pass furthest from the waveguide input, clearly showing the three 
passes and a good contrast ratio 
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Figure 6: FWHM of detector response vs. position down waveguide 

2.5 Anomalously high waveguide loss and its cause 

An unexpected waveguide loss mechanism made its existence known during waveguide loss 

testing. The first sign of this loss mechanism was when waveguide loss measurements showed 

that the loss was both much higher than expected and almost independent of waveguide 

width, as shown in Figure 7 below. Note that the waveguide loss results are even more 

uniform than they might appear, as the points "109, O10, try # 1 " and "167, 18, try # 1 " are 

both at width = 0.5, loss = 8.8dB/cm. 
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Figure 7: Waveguide loss vs. waveguide width 

Investigations uncovered the fact that the phosphosilicate glass (PSG) which forms part of the 

lower cladding of the waveguide has a very low, but non-zero, absorption coefficient, or 

equivalendy, the imaginary part of the index of refraction, with n; = 0.0015. [3] As a result, 

evanescent coupling and radiation mode coupling from the waveguide core to the PSG layer, 

similar to the desired coupling between the waveguide and the polysilicon detectors, caused 

optical power to flow from the waveguide into the PSG film. While the unexpected and 

undesired coupling from the waveguide to the PSG film is much lower than the desired 

coupling to the polysilicon detectors, the waveguide runs are also much longer than the 

polysilicon detectors — a few millimeters versus a few microns. 

RSoft simulations of the waveguide structure, summarized in Figure 8 below, confirmed the 

proposed mechanism for the high observed waveguide loss. 
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Figure 8: Simulated waveguide loss for varying TEOS thicknesses over PSG. Since the 
TEOS layer is between the SiNx waveguide core and the PSG layer, thicker TEOS layers 
reduce the evanescent coupling between the waveguide core and the PSG and thus reduce 
the optical power absorbed in the PSG. 

This unexpected waveguide loss mechanism could be ameliorated in several ways: The lower 

cladding is a tetra-ethyl orthosilicate (TEOS)-based silicon dioxide layer on top of the PSG 

layer. If PSG layer is made thinner, since the TEOS layer is chem-mechanically polished 

(CMP) down to the top surface of the polysilicon, the TEOS layer will be thicker, to 

compensate for the thinner PSG layer underneath it. As a result, the evanescent overlap will 

decrease. Alternatively, if die polysilicon is made thicker, the TEOS will become thicker. 

Since the wafer fabrication process is such that the PSG thickness is fixed at a nominal 195 

nm, and since (as mentioned above) the top of the TEOS layer is CMP'd down to the top 

surface of the polysilicon layer, if the polysilicon is thicker, the TEOS will be thicker. This 

concept is shown in Figure 9 below. Finally, it might be possible to adjust the deposition 
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conditions of the PSG layer to reduce its absorption coefficient without interfering with its 

role in the standard CMOS process. 

On implication of the near-independence of waveguide loss on waveguide width shown in 

Figure 7 is that sidewall losses are not very important compared to other loss mechanisms. 
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Figure 9: Detector side views, with standard 255 nm poly (top) and modified 300 nm poly 
(bottom), showing increased TEOS thickness. For clarity, the LPCVD silicon nitride 
"spacers" on the sides of the polysilicon have been omitted. 
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3 DC testing and characterization of the polysilicon detectors 

As noted in the previous chapter, one of the major design goals for the polysilicon detectors is 

maximizing the photocurrent response for a unit optical power input. This is known as the 

responsivity of the detector, and is expressed in Amperes/Watt. A related design goal is 

minimizing the dark current. If the dark current is not low, it will be difficult to get adequate 

photocurrent / dark current contrast ratios at low optical signal intensities. 

Detector responsivity was measured largely using the edge-coupled waveguide photodetectors. 

However, one first-generation H-tree detector, with 1.14 (Im contact spacing, was also 

measured. This was done to probe the smallest contact spacing device on the first-generation 

test chip. 

Sample preparation is discussed in Chapter 3 and Appendix E. First and second generation 

test chips and detectors are discussed in Chapter 3, Appendix B and Appendix C. While 

discussed in Chapter 3, it is worth repeating that first generation detector length was limited to 

5 |i,m and 10 (Jxn, with the 2:1 ratio allowing analytical extraction of the absorption coefficient 

of the polysilicon detector. Similarly, it is worth repeating that on the second generation test 

chip, all edge-coupled waveguide devices with contact spacing smaller than 2.14 |Im were 

unusable, with signs of shorting. Even 2.14 Jim contact spacing devices were unusable on 

some die. Dark current were in excess of 100 |lA at 0.1 V bias. Typical dark currents are on 

the order of 100 picoamps at 0.1 V bias. Oddly, most H-tree detectors were not dead, despite 

most devices having contact spacing of 1.14 [Xm or smaller. A mask problem is suspected, as 

the design artwork conforms to all of the process design rules and the fabrication appears 

correct. 

3.1 Experimental procedure for measuring detector responsivity 

As noted in Chapter 3, following fabrication and sawing of the wafers, individual die were 

edge-polished to an optical quality finish, to allow end-fire coupling to the waveguide. 

Following polishing, DC characteristics of photodetectors with varying contact spacing and 

length values on the same die were measured using an HP 4145 Semiconductor Parametric 

Analyzer. The sample was electrically probed with needle probes while light from a A, = 654 
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nm laser diode (for first-generation devices) or X = 690 nm laser diode (for second generation 

devices)18 was coupled to the waveguide via a 4(Im core diameter, 0.11 NA (numerical 

aperture) visible single mode fiber with a cleaved end close to the polished chip facet. The 

fiber was actively aligned to the waveguide by initially biasing the photodetector under test at 

+5 V and maximizing the photocurrent. The bias voltage was swept from -20 V to +20 V for 

first generation devices while measuring the photocurrent using a 267 ms integration time. 

Dark current for each photodetector was measured over the same bias range. Second 

generation devices tended to break down around 13 V, so the voltage sweep for second 

generation devices was from -10 V to +10 V. 

While the reported measurements were made using needle probes, later responsivity 

measurements were made using a Cascade Microtech ACP-GSG-125 high-speed probe. While 

overkill for DC responsivity measurements, sample probing was simplified by using the 

Cascade probe. In addition, use of the Cascade probe simplified switching between DC 

measurements and AC measurements. No difference was seen in the responsivity results 

between the two types of probes. 

Input optical power was estimated by coupling light into a 0.5 pim waveguide that crossed the 

die without being coupled to an on-chip detector. Scattered intensity was measured by 

scanning a 62.5 [im core diameter fiber 25 [xm above the surface of the waveguide and fit to 

determine waveguide loss. Based on the loss as well as the output power of the waveguide, the 

typical power in the waveguide immediately prior to the photodetector was estimated to be Pinc 

= 5.3 |IW 

3.2 Detector responsivity experimental results 

The multiple of two in detector lengths (5 pim, 10 [xm), combined with the standard 

exponential absorption model, results in a quadratic equation that can be solved to find the 

( „ _ \ 
effective absorption rate, (Xeff — — In 

L 

2/7 

l-Vl-4p(l -/?)/(!-/) 

18 The 645 nm laser diode was a Sharp G06510B2A. The 690 nm laser diode was a Hitachi HL6738MG. The only reason for 
the switch between first and second generation devices is that we became aware of the higher power and higher bandwidth 
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Using/=0.355 from [4] (/"is the fraction of the incident power that is directly coupled from the 

waveguide into guided modes of the polysilicon), L=5 [im (the short detector length) and 

p=0.81 as the average ratio of photocurrent of 5 urn and 10 [i.m long detectors for the 2.6 [im 

and 5.6 [Jim contact spacings, the calculated effective absorption coefficient is 0.63 dB/um, in 

good agreement with the value of 0.67 dB / [1m from [4]. 

The dependence of photocurrent on contact spacing and applied voltage indicated that 

photoconductive gain was significant at E-fields above 10 kV/cm. As expected, reducing the 

contact spacing increased the responsivity for both 5 [xm'and 10 pim long detectors as shown 

for a fixed bias of +10 V in Figure 10 below. Other bias voltages had similar trends. No 

saturation of gain as a function of contact spacing was observed at the smallest contact 

spacing, indicating that yet smaller contact spacings will result in higher effective responsivity. 

The observed behavior is consistent with the known behavior of primary and secondary 

photocurrent resulting from a photoconductive gain process which is proportional to the ratio 

of carrier recombination lifetimes to transit time between the electrodes of the device [5]. 

Hitachi laser diode after doing the first-generation measurements. 
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Figure 10: Experimental data for 10 |J,m devices (diamonds) and fit to theory, (solid line). 5 

|_lm devices (triangles, dashed line) are also shown. Vblas is 10 V. 

The primary photocurrent is given by Ix = TJC [qA/hc\Popt, where T|c is the primary carrier 

collection efficiency and P is the incident optical power. The primary photocurrent is largely 

independent of the applied field, as long as the field strength is sufficient to separate the 

photogenerated holes and electrons before they can recombine with each other. The 

photocurrent response shown in Fig. 5 for devices with 6[j.m contact spacing or greater is 

mosdy due to primary photocurrent. 

The total photocurrent was assumed to be given by the sum of primary and secondary 

photocurrent. [5], [6] Iph = Ii\[ + T\jUn +flp)VJS2), where jUn andjUp are the carrier 
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mobilities, T is the lifetime, and S is the contact spacing. This matches the observed behavior 

in Figure 10 above. For the 10 urn long devices and P ^ = 5.3 |lW, an I, of 0.139 fiA (Rr -

0.026 A/W) and a x(pin+|Jip) of 1.79 fxmVV at V=10 V fits the data well.19 With the same 

T([xn+[xp), the 5 pirn It is 0.106 pA. (R, = 0.0200 A/W). As shown in Figure 10, and as expected 

from the detector length and contact spacing results, the 0.5 fj.m wide waveguide, 10 \im long 

detector and 2.6 \m\ contact spacing device had the highest responsivity, at 0.16 A/W at 10V. 

Earlier work [4], which examined only 10 |lm long, 1.14 jlm contact spacing detectors in a 

clock-distribution H-tree, reported a responsivity of 0.35 A/W at 10 V. 

Figure 11, below, shows that the I . to dark current ratio, which is important for noise and 

signal detection threshold considerations, is above 500 and generally above 1000. 

3000 

0.0 5.0 10.0 

V(bias) (V) 

100*l(dark) 

15.0 20.0 

19 Note, however, that the correct photocurrent fitting equation has a K factor multiplying the |i,T values, as discussed in 
Appendix A, "DC response from impulse response". As a result, the extracted (Jit value is incorrect. 
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Figure 11: Photocurrent to dark current ratio for a 0.5 (1m waveguide, 10 )J,m detector, 2.6 |im 

contact spacing device. Inset shows I-V characteristics for the same device. Noise spikes are 

due to quantization noise when measuring dark current. 

3.3 Asymmetric device results 

The asymmetric device results, shown in Figure 12, from the second-generation wafers were 

interesting. As noted in Chapter 3, there were two devices with asymmetrically-placed 

contacts. One device had a 0.5 \lm wide waveguide; the other had a 4 Lim wide waveguide. 

Both devices had 10 (Im long detectors, and both devices had contact-edge-to-waveguide-edge 

distances of 1 |Im on one side of the waveguide and 10 |Im on the other side of the 

waveguide. When doing voltages sweeps, the results did not appear to depend on which 

contact was held fixed at 0 V and which contact had the swept voltage applied. Comparing 

asymmetric device results to symmetric device results proved difficult. The most similar 

symmetric device to the 0.5,10,(1,10) asymmetric device was the 0.5,10,2.14 device. (This 

assessment is based on the waveguide-center-to-closest-contact-edge distance of 1.07 JLlm on 

the 0.5,10,2.14 device and 1.25 |_lm on the 0.5,10,(1,10) device.) The most similar symmetric 

device to the 4,10,(1,10) asymmetric device was the 4,10,4.64 device. (This assessment is based 

on the waveguide-center-to-closest-contact-edge distance of 2.32 (Im on the 4,10,4.64 device 

and 3 |Llm on the 4,10,(1,10) device. While the distances are not very close, there was only one 

symmetric 4,10,X device on the second-generation die.) Unfortunately, the 0.5,10,2.14 

symmetric device was one of the devices which appeared to be shorted on almost all of the 

tested die. The only consistendy working 0.5,10,X symmetric device was the 0.5,10,4.14 

device, and it was felt that this was too different from the 0.5,10,(1,10) device to allow useful 

comparisons. For the 4,10,(1,10) device, the maximum photocurrent at 10 V bias was 0.79 

|±A. Under the same illumination and bias conditions, the 4,10,4.64 device had a maximum 

photocurrent of 20.9 JlA, or 26 times higher. This tends to indicate that the waveguide-edge-

to-closest-contact-spacing distance is not very important. As both the transit time and the 

electric field depend on the contact-edge-to-contact-edge spacing, this is not surprising, in 

retrospect. In essence, it appears that the exact location of the waveguide between the 

contacts (i.e. the location of the photogenerated EHP in the polysilicon detector) is not 
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particularly important, at least for DC results. Note that Figure 12 is for 0.5,10,X devices, not 

4,10,X devices. Also note that while die 4,10,4.64 device had a photocurrent 26 times that of 

the asymmetric 4,10,(1,10) device, the 0.5,10,4.14 device has a photocurrent only about twice 

that of the asymmetric 0.5,10,(1,10) device. This may indicate that the optical power delivered 

by the 4 |U,m wide waveguide is enough greater than that delivered by the 0.5 |Llm wide 

waveguide that die generation of EHPs in the 4 (Im waveguide device does a better job of 

lowering the polysilicon grain boundaries. [7] The hump in the 0.5,10,2.14 device's I-V curve 

may be connected with the problems seen with that device being shorted on most tested die. 

4.5 

4 
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s 2 5 
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0 1 2 3 4 5 6 7 8 9 10 

Bias voltage (V) 

Figure 12: Second-generation I-V comparison of asymmetric device with two related 
symmetric devices 

3.4 Experimental procedure for measuring detector dark current 

Dark current was measured using the same devices as were used for responsivity 

measurements. The typical procedure was to measure the dark current and then to measure 

the photocurrent. As with the responsivity measurements, an HP 4145 Semiconductor 

Parametric Analyzer was used to measure the current, with the detector bias voltage swept 
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from -20 V to +20 V for first-generation devices and -10 V to +10 V for second generation 

devices. Dark current was measured using a 267 ms integration time, as mentioned above. As 

with the responsivity measurements, initial measurements were made using needle probes, 

while later measurements were made using a Cascade Microtech ACP-GSG-125 probe. (As 

mentioned above, use of the Cascade probe simplified both probing the sample and switching 

between DC and AC measurements.) To ensure that no light reached the detector during the 

dark current measurements, the input laser diode, the microscope light and the room lights 

were all turned off and an opaque black cloth was draped over the test system. 

3.5 Detector dark current experimental results 

A key piece of data in understanding the physics behind the detectors, as discussed in Section 

4, was provided by the dark current results. Figure 13 through Figure 17 show typical first-

and second-generation Idark results. Note the exponential nature of I-V relationship. In 

particular, note that there is no sign of the dark current reaching a saturation value. Figure 17 

also shows the fit of the data to a hyperbolic sine (sinh) curve. The significance of this will be 

discussed later. 

While the exponential growth could be a sign of Schottky diode breakdown, that seemed 

unlikely to me. Breakdowns tend to result in an abrupt increase in current, not the relatively 

gradual increase seen here. In addition, only part of the bias voltage will be dropped across the 

Schottky junction. Finally, there should be a diode reverse leakage region before breakdown 

occurs. As noted above, there is no sign of a reverse leakage limited current in the I-V plots. 

(With back-to-back Schottky contacts, one of them had to be reverse-biased when doing an I-

V sweep in the dark, and should therefore limit the overall current.) 

The Schottky diode's I-V characteristic is / = I exp 
rqrA 

kT ) 
- 1 where 

r^ \ 
Is = AA T2 exp 

d> 
, A is the cross-sectional current flow area of the diode, A* is modified 

ykT j 

Richardson's constant, T is the absolute temperature, <DB potential height of the Schottky 

barrier and k is Boltzmann's constant. [1] This is the same basic form as the ideal diode 

100 



equation. However, as noted above, and as seen in the plots, there is no sign of reverse-biased 

Schottky current in the dark current I-V plots. 

0 5 10 15 20 
Bias voltage (V) 

Figure 13: lst-gen Idark, wafer 6598A0388SEE0, die G8, device 0.5,5,2.6 

-5 0 5 10 15 20 
Bias voltage (V) 

Figure 14: lst-gen Idark, wafer 6598A0388SEE0, die G8, device 0.5,10,3.6 
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Figure 15: 2nd-gen Idark wafer 1269P109SEA7, die 107, device 0.5,10,2.14 

-5 0 5 
Bias voltage (V) 

Figure 16: 2nd-gen Idark wafer 1269P109SEA7, die 107, device 2,5,2.64 
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Figure 17:2nd-gen Idark wafer 1269P109SEA7, die 107, device 2,5,2.64 

The primary significance of die dark current results was to start me questioning some of the 

assumptions I was making about the photodetectors. Specifically, that the undoped 

polysilicon resistivity was on the order of tens to hundreds of thousands of £1 per square and 

that die mechanism behind current flow in polysilicon was similar to that in single crystal 

silicon.. Once I began questioning these assumptions, things rapidly fell into place.20 

4 Device physics behind the detector 

4.1 Dark current 

As discussed in Chapter 2, a hyperbolic sine dependence of current on voltage was expected, 

based on theoretical concerns. As shown in Figure 17, the expected sinh I-V dependence was 

experimentally observed. This confirmed diat thermionic emission over grain boundaries, the 

principle behind die sinh I-V dependence, was the primary mechanism for dark current in the 

photodetectors studied in this work. One final puzzle remained, that of explaining the very 

20 American humorist Josh Billings had a saying which seems applicable: "I honestly believe that it is better to know nothing 
than to know what ain't so." 

• measured I 
da it; 

' y=0.0003481 *sinh(x-0.S213)+0.4168, R^=0.9789 

jtffpiijijTfimftgr 
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low (nanoamp-level) dark currents observed in the photodetectors. Prior to beginning this 

research, I believed (based on extrapolations from previous experience in the semiconductor 

industry) that undoped polysilicon resistors would have values in the range of tens of kQ to 

hundreds of kQ per square.21 Instead, as Mahan, et al showed, [8] undoped polysilicon, 

deposited under conditions similar to the polysilicon in this work, can be used to create 

resistors in the range of a few GQ per square to a few tens of GQ per square at room 

temperature when measured in the dark. With this realization, the existence of nanoamp-level 

dark currents comes as no surprise. Since the detector structures all have at least a quarter of a 

square of undoped polysilicon between the contacts, there is no need to appeal to reverse-

biased Schotfky diode leakage currents to explain the observed nanoamp dark current levels. 

The resistance of the undoped polysilicon is all that is required.22 

4.2 DC Photocurrent results 

The observed photocurrent results from the detectors studied in this work are the result of the 

photoconductive process discussed in Chapter 2. The photocurrent is enhanced by a 

photoconductive gain process, also discussed in Chapter 2. The photoconductive nature of 

the devices is confirmed through two factors. First, the (1 + |IXV/S2) dependence of current 

on voltage. Second, the failure of the photocurrent to saturate before device breakdown. If 

the photodetectors were behaving as photodiodes, a I-V dependence on contact spacing 

would be different and the photocurrent would saturate at the reverse leakage current value. 

4.3 Temperature results 

As the on-chip environment in which the detectors will be used will not be at room 

temperature, and may be at a temperature exceeding 200 C, determining the temperature 

dependence of the detectors' dark current and photocurrent was of interest. To this end, a 

Another example of where ".. .it is better to know nothing than to know what ain't so." 

One reason one might want gigaohm-level polysilicon resistors is to serve as load resistors in 4T SRAM cells. However, 4T 

SRAM cells (and therefore the need for extremely high value load resistors) were technologically obsolete by the time of the 

4M SRAM generation in the early 1990s. They were replaced by 6T SRAM cells due to the 6T cell's lower leakage and better 

process margin as geometries shrank. A second reason gigaohm-level polysilicon resistors might be desired would be for use 

in analog circuit designs, possibly as feedback resistors. 
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first-generation die was placed on a thermoelectric heater/cooler stage, which was then placed 

under a microscope objective. The photodetector region of the experimental structure was 

illuminated using white light from the microscope. Needle probes were used to contact the die 

and probe the detector being tested as the die was ramped from 15 C to 55 C using the 

thermoelectric stage. An HP 4145A semiconductor parametric analyzer was used to bias the 

detector and record the photocurrent. Figure 18 shows the photoconductivity results (i.e. 

conductance when illuminated) while Figure 19 shows the dark conductivity results. For the 

photoconductivity results, anomalous results were measured at 15 C. As the dark conductivity 

15 C data fits the same line as the other temperatures, condensation seems unlikely as the 

cause of the anomalous results. 

;> 
U 
3 

•D 
C 
O 
u 
o 
o .c 
Q. 

-22.2 
0.0029 0.0030 0.0031 0.0032 0.0033 0.0034 0.0035 

1/T (deg K1) 

• 

— 

D 

— 

0.5,10,2.6 device 

-Fitted 0.5,10,2.6(1) 

-Fitted 0.5,10,2.6 (2) 

0.5,10,30.6 device 

-Fitted 0.5,10,30.6(1) 

-Fitted 0.5,10,30.6 (2) 

Figure 18: ln(photoconductivity) vs. 1/T for two first-generation devices. "Fit 1" is a line 
fitted to all data. "Fit 2" ignores anomalous 15 C data. 
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Figure 19: ln(dark conductivity) vs. 1/T for the same devices as Figure 18 and under the 
same test conditions. 

The measured photoconductivity activation energies of ~0.35 eV are higher than those 

reported elsewhere [9], and may be explained by a relatively high defect level, as our polysilicon 

films is optimized for purposes other than photoconductance. The measured dark 

conductivity activation energies of ~0.54 eV is typical of results reported elsewhere [9, 10], and 

suggests that recombination is dominated by defects near mid-gap, as expected. 

The photocurrent and dark current activation energies, when considered together, indicate that 

in the intended purpose of on-chip optical interconnect, a significant degradation in the 

photocurrent-to-dark current contrast ratio will not be observed. 
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4.4 Impact of the second-generation U-bend waveguides 

As discussed in Chapter 3, many second generation edge-coupled waveguide detectors used a 

U-bend waveguide leading from the edge of the die to the detector. The idea behind the U-

bend was to eliminate any possibility of light reading the detector other than through the 

waveguide. The U-bend was very successful in this, as shown in Figure 20. As can be seen, by 

the time the input fiber is even 10 |J,m away from the optimum alignment point for the 

waveguide, the photocurrent has dropped to background levels. Since the U-bends have radii 

of curvature of 100 Jim, only negligible amounts of optical power will reach the detector other 

than through the waveguide. 

Y stage setpoint (V) u X stage setpoint (Vj 

Figure 20: Iphoto vs. Y stage and X stage setpoints. IV =100 nm 
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5 IContact structures - Are they Schottky or ohmic? 

As noted in Chapter 3, the contacts were designed to be metal23 contacting undoped, 

unsilicided polysilicon. As such, the contacts were expected to be Schottky contacts, just as 

metal contacts on lighdy-doped single-crystal silicon are Schottky contacts. [1, 11, 12] In 

reality, though, the contacts were silicided, as shown in Figure 3 of Chapter 3. The silicidation 

of the contacts won't affect the Schottky nature of the contacts, though. In essence, it just 

extends the metal filling the contact hole a little further down. 

Initially, it was hard to explain the observed photoconductive gain mechanism if the contacts 

were Schottky in nature, and therefore blocking. It was easy to explain if the contacts were 

ohmic. The only question was "How could contacts to undoped silicon be ohmic?" 

However, as discussed in Chapter 2, further reading of the literature showed that several 

researchers [13-16] had reported a photoconductive gain mechanism in material with Schottky 

contacts. The mechanism was image-force reduction of the Schottky barrier [1], caused by 

photogenerated charge. [2] This mechanism will be discussed further in Chapter 5. Reports 

attributing the behavior to other mechanisms, such as localized conduction paths arising from 

polysilicon grain boundaries intersecting the metal-silicon junction [17] are probably mistaken. 

Thus, it is not necessary to invoke exotic methods to explain ohmic behavior in contacts to 

undoped polysilicon. The observed behavior can be explained if the contacts are Schottky, as 

expected. 
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C h a p t e r 5 

AC TESTING AND CHARACTERIZATION OF POLYSILICON DETECTORS 

1 Introduction 

As noted in Chapter 3, the polysilicon detectors have two major design goals: one DC and one 

AC. The DC design goal of maximizing the response of the polysilicon detector for a unit 

optical power in was discussed in Chapter 4, as was testing and characterization related to this 

goal. This chapter will discuss the testing and characterization related to the AC design goal of 

maximizing the speed of the polysilicon detectors. 

2 AC Testing and Characterization of the Polysilicon Detectors 

AC characterization of the polysilicon detectors can be performed in either the frequency 

domain or the time domain, as discussed earlier, in Chapter 2, Section 9.2 ("General concepts 

related to characterization of AC performance"). The results of frequency domain 

characterization will be discussed first, followed by the results of time domain characterization. 

2.1 Frequency domain characterization of the polysilicon detectors 

A particularly novel method of characterizing the frequency response of a photodetector 

involves measuring the shot noise spectrum of the photodetector when illuminated by 

unmodulated incoherent light [1], and uses the close correspondence between the shot noise 

spectrum and the frequency response of the photodetector. [2, 3] The method has the distinct 

advantage of not requiring high-gain, high-bandwidth amplifiers. Instead, the measurement is 

performed using only commonly available spectrum analyzers. The theory behind the 

technique is as follows [4]. 

Consider incoherent light from an incoherent source, such as an incandescent light. In 

addition to describing the light as incoherent, it could also be described as monochromatic 

light randomly amplitude modulated and phase modulated, with frequency components 

extending out to the spectral bandwidth of the light. This is true even if the incoherent light is 

narrow-band. Unless the light has been filtered to be extremely narrow-band, it will contain a 
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continuous distribution of amplitude and phase modulation components well out into the 

GHz range. 

If one takes this incoherent source, shines it on the photodetector of interest, feeds the output 

of the photodetector into an RF spectrum analyzer, and integrates over some suitable time, 

then the way the output of the spectrum analyzer falls off at high frequencies gives the desired 

amplitude response of the photodetector. 

While simple and elegant, there are some problems with this technique. [5] 

The main problem is that the frequency response (power or voltage) is not the only parameter 

of interest for data applications, such as an on-chip optical interconnect. Probably the most 

common method of judging the high-speed response of an electrical system is the so-called 

"eye diagram". Phase problems in the photodetector, which will not show up in a frequency 

response plot, can wreak havoc on an eye diagram. 

For the work reported here, the practical problem with this technique was the signal levels 

involved. The maximum observed DC photocurrent response was on the order of 10 \iA. 

The shot noise associated with this current level in a 1Hz bandwidth is 

(i2
N,shot) = 2qIphAf = 2(l .6xl0"1 9c\ \0^A\\Hz) = {\.78pA)2. In a 50 Q. system, this is a 

power of 1.60x1022 W, or -188 dBm. 

Note that this shot noise level is for the maximum observed DC photocurrent, which was 

obtained when the source laser diode was lasing. As noted earlier, use of the shot noise 

technique to determine the frequency response relies on an incoherent source. A laser diode 

that is lasing does not qualify as an incoherent source. 

Generously assuming that the observed photocurrent would only drop by a factor of ten, to 1 

|±A, if the source is operating below threshold gives a 1Hz bandwidth shot noise current level 

of 0.565 pA. In a 50 Q system, this corresponds to a power of 1.60x10-23 W, or -198 dBm. 

The available spectrum analyzers have sensitivities on the order of -154 dBm in a 1 Hz 

bandwidth. 
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For this reason, investigation into using the shot noise technique to determine the frequency 

response of the detectors was abandoned. There appeared to be no likelihood of getting 

sufficient power to the detector to raise the shot noise of the detector's photocurrent above 

the noise floor of the spectrum analyzer. 

While a sufficiently broadband, high-gain, gain-calibrated24 amplifier could be used to boost 

the shot noise above the noise floor of the amplifier, if such an amplifier is available; it is 

probably simpler to use it to perform time-domain characterization of the detectors. In 

addition, note that it would not be sufficient to amplify the shot noise "signal" just to the noise 

floor of the amplifier. Instead, it would have to be amplified to at least several dB above the 

noise floor, to provide dynamic range. 

While the shot noise technique to determine the frequency response was abandoned, it is 

worth mentioning a related technique. Baney et al. [6] have described a technique which uses 

fiber Fabry-Perot (FFP) cavity to optically filter the amplified spontaneous emission (ASE) 

output of erbium-doped fiber amplifier (EDFA). They showed that reducing the source 

bandwidth increased the low-frequency relative intensity noise (RIN) of the source, increasing 

the dynamic range of their system. Feeding the filtered output into a second EDFA boosted 

the power levels to a point compatible with their spectrum analyzer. The frequency response 

of their photodiode was obtained by observing the response at the periodic-filtered 

frequencies coming out of the FFP filter. 

2.2 Time domain characterization of the polysilicon detectors 

Two basic time-domain techniques exist for characterizing detector speed: autocorrelation 

techniques and direct waveform observation. Nahman's 1983 article [7], while somewhat 

outdated, is still a useful introduction to and overview of high-speed time-domain techniques. 

2.2.1 Correlation techniques 

Several authors have reported correlation-based [8] and auto-correlation-based [9] techniques 

for determining device speed. While generally compatible with standard CMOS processing, 

24While it would be helpful for the gain to be flat over the entire frequency range of interest, all which is really required is that 
the gain be known over the entire frequency range of interest. 
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the techniques require special test structures which were not included in either the first-

generation or second-generation designs. 

2.2.2 Direct observation techniques 

For the shot-noise technique of determining the frequency response of the photodetectors, the 

major problem was the signal levels involved. In a way, that is also the problem for direct-

observation time-domain characterization of the detectors as well. 

Since all high-speed direct-observation time-domain electrical measurement techniques 

measure voltage, not current, it is necessary to turn the photocurrent coming out of the 

detector into a voltage. This is done with a transimpedance amplifier or TIA. Figure 1 shows 

a basic TIA circuit, implemented with an op-amp. 

777 

Figure 1: Basic transimpedance amplifier (TIA) circuit 

The operation of the basic TIA circuit shown in Figure 1 is easily described. [10] Since the op-

amp has a very high gain, there is very litde voltage between its + and — terminals. Since the + 

terminal is at ground, the - terminal is almost at ground, or is at a "virtual ground". Since the 

op-amp has a very high to infinite input impedance, all of the input current Ijn goes through 

the feedback resistor, Rf. Therefore, the voltage drop across Rf is Rf X Iin . Since the current is 

going into the — (inverting) terminal of the op-amp, the output voltage VOQt is 

Vout=-(RfxIin). 
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To prevent oscillation, a feedback capacitor is usually added in parallel with the feedback 

resistor. See Figure 2. The addition of the feedback capacitor reduces the effect of the 

feedback resistor at high frequencies. It also introduces a pole into the transfer function of the 

circuit, compensating for the inductive nature of the transfer function of an inverting 

amplifier's gain. Both factors help to reduce oscillation. [11] 

Figure 2: Basic TIA with feedback capacitor 

Constructing a high-speed, high-gain TIA is a non-trivial task.25 It is all too easy to try to 

construct a TIA and end up with an oscillator, even when using a feedback capacitor. For this 

reason, the maximum observed square-wave response when using TIAs built in the lab was on 

the order of 150 kHz, implying a -3 dB frequency response of around 750 kHz to 1.5 MHz. 

This was obtained with a TIA constructed according to the schematic of Figure 2, using 

National Semiconductor LF412 op-amp, a 20k£2 feedback resistor and a 12.5 pF feedback 

capacitor. While the LF412 is not a particularly high performance op-amp (gain-bandwidth of 

3MHz), it was readily available in the lab. Attempts to use higher gain-bandwidth op-amps 

(e.g. Burr-Brown OPA656, 500 MHz, or OPA657, 1.6 GHz) resulted in output oscillation 

even with no input. Figure 3 shows the entire AC measurement circuit, including the TIA, the 

Keithley 2400 SourceMeter used for the detector bias supply, and the oscilloscope. Note that 

the bias circuit for the detector uses the virtual ground of the op-amp's + input. In the 

25 High gain, on the order of 10,000 V/A, is needed to turn the [lA level photocurrents that come out of the photodetectors in 
this work into the tens of mV signal levels required by an oscilloscope. The reason behind the need for high bandwidth 
when determining detector speed is obvious. 
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context of discussing the AC measurement circuits, it is worth noting that an HP 8116A 

function generator was used to square-wave modulate the source laser diode. An HP 3466A 

DMM was initially used to monitor the RMS current from the function generator to the laser 

diode. However, I discovered that the presence of the DMM in the laser diode drive circuit 

was causing electrical ringing on high/low and low/high transitions in the TIA circuitry. (The 

ringing was electrical, not optical, in nature — it existed even with the source laser diode 

unplugged from the input fiber.) 

Power supply 
-15V+15VCOM 1 

1 1 
To op amp 

12.5 pF 

20 kQ. 

3S 
Banana BNC 
toBNC toSMA 

Detector 

Cascade Microtech 
GSG probe card 

LF412 op-amp 

( ) ) | 'Scope 

Figure 3: AC measurement circuit schematic, showing TIA with feedback resistor and 
capacitor. 

I wrote a Lab VIEW program to transfer data from the HP 5461 OB oscilloscope used in Figure 

3. However, performance of the LF412-based TIA in this system was so poor that an 

alternate TIA was obviously needed. Accordingly, data from the circuit of Figure 3 will not be 

reported here. The results indicate only the capabilities of the TIA, not the capabilities of the 

detector. 

A circuit schematic related to Figure 3 is shown in Figure 4. The main difference from Figure 

3 is that the circuit of Figure 4 uses a bias tee to decouple the biasing of the detector from the 

input of the TIA. However, the resulting TIA voltage output with a square-wave modulating 
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the source laser diode was highly distorted, with an almost sine-wave-like appearance, even at 

50 kHz. I suspect the DC block capacitor inside the bias tee is interacting unfavorably with 

the TIA input. 
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-15V+15VCOM 1 

1 I 
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toBNC 
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toBNC 

( ) )I 'Scope 

1 
DC 
port 

Mini-
Circuits 
bias tee 

AC 
port 

Detector 

Figure 4: Schematic of second AC measurement circuit, showing bias tee and TIA with 
feedback resistor and capacitor. 

A "brute-force" plan was used to solve the problem with insufficient bandwidth from low-

performance TIAs (i.e. ones based on the LF412) and oscillatory output from high-

performance TIAs (i.e. ones based on the OPA656). Specifically, a commercial "off the shelf 

high-performance amplifier was purchased. The first attempt at this approach involved buying 

an Analog Modules 313A TIA designed and built to a 1 pF input capacitance spec. 

Unfortunately, the Analog Modules TIA exhibited an oscillatory output for any input 

condition other than open-circuited. This included shorting the inputs. The second attempt at 

the "brute force" approach involved buying a Miteq AM-1646 RF amplifier. In combination 

with an SMA cable running to the detector, this amplifier effectively served as a TIA. This 

second approach proved successful and was the basis for all measured results reported in this 

chapter. In addition, all measured results reported in this chapter are from 2nd-generation 

material. 
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The circuit used with the Miteq AM-1646 is shown in Figure 5. A Keithley 2400 SourceMeter 

supplied a DC bias to the detector through a Mini-Circuits ZFBT-4R2GW-FT+ bias tee (0.1 

to 4200 MHz bandwidth). A Cascade Microtech ACP40-GSG-125 probe (40 GHz 

bandwidth) was used to contact the detector structure and brought the modulated 

photocurrent signal through the bias tee to a Miteq AM-1646 amplifier (bandwidth: 0.3 to 

1000 MHz). The resulting signal was measured using an Agilent 86100A oscilloscope (20 

GHz bandwidth). The input optical pulse was provided by a Hitachi HL6738MG laser diode 

(690 nm, 1 GHz bandwidth) which was modulated using an HP 8116A pulse/function 

generator set to its minimum pulse width of 8 ns and using a 20 MHz repetition rate. The 

laser diode was coupled into an Oz Optics visible wavelength single-mode fiber. The electrical 

pulse low voltage level was fixed at 0.0 V, while the high level was adjusted to minimize the 

optical pulse width through gain switching of the laser diode and was typically between 3.5 V 

and 3.9 V. A 47 Q resistor was in series with the laser diode, to protect the laser diode by 

limiting the current and to better match the 50 Q output impedance of the HP 8116A. 

Amplifier 

Optical 
fiber 

High-speed 'scope DC + AC 
port Detector—^ 

Laser diode 

Figure 5: Block diagram of the circuit used for AC measurements reported in this chapter. 

As die photodetector material is undoped polysilicon, the I-V characteristics of undoped 

polysilicon in the dark and when illuminated are of interest. In the absence of light, undoped 

polysilicon is known to have a hyperbolic sine (sinh) dependence of current on voltage. This is 

due to thermionic emission over potential barriers at the grain boundaries. [12] Figure 6, 

which shows DC I-V plots at two different optical power levels, shows an essentially linear 

dependence of current on voltage. Figure 6 also shows a dark current plot. The "P max" 
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curve roughly corresponds to a laser diode drive voltage high level of 4.8V, while the "20% 

Popt,maX" curve roughly corresponds to a laser diode drive voltage high level of 3.4V. The 

reason behind the linear photocurrent I-V characteristics will be discussed in the Theory 

section. The dark current plot begins to show the upsweep that is characteristic of a sinh plot 

around 11 V. 

0 2 4 6 8 10 12 14 16 

Vbias (V) 

Figure 6: DC I-V plots of detector photocurrent at two different optical power levels. Inset 
shows the dark current. Note that the dark current y -axis is nA, not (iA. 

Figure 7 shows a typical pulse response for a 2nd-generation detector with waveguide width W 

= 2 ]lm, detector length L = 10 |J,m and contact spacing S = 2.64 Lim. FWHM is 1.32 ns, with 

a 10% - 90% rise time of 0.46 ns. FWHM values as low as 0.81 ns have been measured, as 

have 10% - 90% rise time as low as 0.39 ns. [13] Note that the actual detector FWHM pulse 

response performance is almost certainly better than these values; measured performance was 

limited by the inability to modulate the source laser diode to have Gaussian pulses with 
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FWHM less than approximately 600 ps A recombination lifetime of 2.5 ns is extracted from 

the exponentially decaying tail of the data. 

relative time (ns) 

Figure 7: Pulse response from a W = 2.0 |Jm, L = 10 (Im, S = 2.64 (Im detector at a 10 V 
bias. FWHM = 1.32 ns. The inset shows the optical pulse. The solid line is theory for an 
optical input pulse with FWHM of 750 ps, and assumes a polysilicon mobility of 100 
cm2/V-s and a XR of 2.5 ns. 

The measurement in Figure 7 was taken with a 10 V bias applied to the detector, as were the 

other measurements reported in this chapter. While this high bias is undesirable in the 

intended application of on-chip interconnects, it was required due to poor coupling efficiency, 

on the order of 1%, between the input laser diode source and the waveguide leading to the 

detector. The 10V applied bias provided significant photoconductive gain, which is linear with 

applied bias. [14] Increasing the photoconductive gain effect compensates for the poor 
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coupling efficiency. At the 10 V applied bias, the 2.64 |Im contact spacing and the model-

fitting mobility of 100 cm2/V-s [15] should result in a velocity below the polysilicon saturation 

velocity. [16] The resulting calculated transit time of 69 ps is much less than the 2.5 ns 

recombination lifetime. As will be discussed later, the photoconductive gain mechanism 

provides a means for the carriers to effectively live longer than the transit time. 

Figure 8 shows the pulse response at two different laser diode drive levels. Of interest is the 

fact when the laser diode is driven at a higher voltage level (3.80V vs. 3.70V), most of the 

additional optical power results in an increase in the main peak of the response. The 

exponentially decaying tail shows little change in its magnitude between the two different drive 

levels. Indeed, the tails at the two drive levels overlap during much of their decay. This tends 

to indicate that the processes involved in the exponential decay have reached a limit such that 

additional photogenerated carriers are not involved with these processes. 
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Figure 8: Pulse response at two different laser diode drive levels. W = 2.0 |Im, L = 10 |J,m, S 
= 2.64 Jim detector at a 10 V bias. 
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Figure 9: Detector FWHM vs. contact spacing. Inset shows the optical pulse for a laser 
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Figure 9 shows the FWHM of the detector response for a range of contact spacing. The 490 

ps variation in the measured FWHM values for a change of more than 2:1 in contact spacing is 

comparable to the 200 ps variation in optical pulse FWHM repeatability. This indicates that 

the response is lifetime limited, rather than transit time or RC time constant limited. 

Note that the FWHM values in Figure 9 are greater than in Figure 7 because it was necessary 

to drive the laser diode with a higher voltage, 4.0 V, in order to obtain a measureable response 

from the larger contact spacing detectors. At these higher drive voltages, gain switching was 

less effective in reducing the optical pulse width, as shown in the inset of Figure 9. 

3 Theory 

While MSM photodetectors are commonly thought of as photodiodes, the first important key 

in understanding the behavior of the MSM photodetectors in this work is realizing that they 

are behaving as photoconductors, not photodiodes. This behavior manifests itself in an I-V 
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curve which is symmetric about 0 V, with no sign of current saturation up to the point of 

device breakdown. This I-V behavior is associated with the MSM photodetectors in this work 

being symmetric devices. In addition, the detectors have no built-in internal field in the region 

where the carriers are absorbed to sweep the carriers apart and to the electrodes. As 

photoconductors, the detectors act as resistors which vary with optical power level, not as 

current sources as is the case with photodiodes. While the responsivity'K of a photodetector is 

usually defined in the context of a photodiode, it also applies to a photoconductor as long as 

the bias voltage of the photoconductor is also specified. 

The second important key in understanding the behavior of the photodetectors is knowing 

how the photodetectors are made. The body of the photodetector consists of undoped 

polysilicon. The grain boundaries in the polysilicon provide potential barriers to current flow 

[12]. The potential barriers arise due to unsatisfied silicon bonds at the grain boundaries. This 

is conceptually similar to how surface states arise at the silicon-oxide interface in metal-oxide-

semiconductor devices. The contacts to the polysilicon consist of a Ti layer on top of the 

undoped polysilicon, with a TiN seed layer on top of the Ti. A tungsten plug sits on top of the 

seed layer and fills the entire contact hole, up to the aluminum metal interconnect layer. The 

process for filling the contact with metal is done under high vacuum and includes an Ar 

sputter etch before depositing the Ti layer. The sputter etch ensures good electrical contact 

between the undoped polysilicon and the Ti layer, by eliminating any oxide on top of the 

polysilicon. The metal contacts to the undoped polysilicon will be Schottky for one type of 

carrier, not ohmic, as long as the work function of the metal and polysilicon are different and 

assuming the depletion region in the undoped polysilicon is wide enough that tunneling 

through the contact barrier is not significant. 

At low optical power levels, the existence of potential barriers at the grain boundaries results in 

current having a sinh dependence with voltage, due to thermionic emission over the grain 

boundary potential barriers. In the dark, when there is no optical power incident on the 

detector, a sinh dependence of current on voltage is observed at all bias voltages until the 

device starts to break down at fields of around 10 V/cm. At the optical power levels used in 

this work, the presence of photogenerated carriers causes the height of the barrier to 
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decrease. [17, 18] As a result, thermionic emission over the boundary is no longer a limiting 

factor and a sinh I-V dependence is not observed, as shown in Figure 6. 

The theory which follows focuses on the interaction between recombination states and holes, 

and assumes that electrons are removed at the reverse-biased Schottky diode that is one 

contact. The electron injection occurs through a thermionic emission mechanism that is 

enhanced by a barrier-lowering mechanism described later. The assumption of electron 

removal is made partly because of the relative velocities of holes and electrons and partly 

because the described scenario seems to most simply explain the observed phenomena. 

However, the roles of holes and electrons could be reversed without fundamentally altering the 

theoretical explanation. 

The Ar sputter etch in the contact-filling process has two effects. The first, desired, effect is to 

remove any oxide between the Ti layer and the polysilicon. Due to the critical nature of this 

step, the sputter etch is much longer than is needed to remove the expected amount of oxide, 

so that even much thicker-than-expected oxide films will be completely removed. As a result, 

a second, unintentional, effect is to physically damage the surface of the polysilicon. In the 

commercial CMOS process used to create the samples used in this work, this damage is 

unimportant, as the silicon is already heavily damaged by the high-dose implants used to dope 

the polysilicon n-type and p-type for use as the gate electrode in MOS devices. In the 

intentionally undoped polysilicon used for the photodetectors in this work, the damage is 

believed to create recombination states over the surface of the polysilicon in the contact area. 

That is, within the grains rather than at the grain boundaries. 

As is well-known, recombination states are most effective when they have roughly equal 

probabilities of capturing an electron from the conduction band or capturing a hole from the 

valence band [19]. At the forward-biased contact, the recombination states will primarily 

capture holes, as holes in the polysilicon will drift towards the forward-biased contact and 

electrons will drift away, resulting in an accumulation of holes at the forward-biased contact 

and electrons at the reverse-biased contact. Figure 10 shows the energy band diagram of the 

detector when illuminated under voltage bias. For clarity, only one polysilicon grain boundary, 

in the middle of the detector, is shown. 
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Once a recombination state near the forward-biased contact captures a hole, the state will 

either be positively charged or neutral, depending on its initial charge state. If neutral, a state at 

the forward-biased contact is more likely to next capture a hole than an electron, for the 

reasons noted above, resulting in a positively charged state. This accumulation of positively-

charged recombination states will result in image-charge lowering of the Schottky barrier at the 

forward-biased contact, according to the equation A<E>S = g 
47t£„£n 

, where A<I>B is the 

change in the barrier height O B , q is the charge on the electron, Es is the field at the metal-

semiconductor Schottky junction due to the charge accumulation, £s is the relative dielectric 

constant of silicon and £0 is the permittivity of free space. A similar effect, involving electrons, 

occurs at the reverse-biased contact. This barrier lowering will result in an increased reverse 

leakage current at the reverse-biased contact, due to an exponential increase in the removal of 

electrons from the polysilicon into the metal. [20] 

Metal contact 

'Grain boundary 

(a) 

Figure 10: Energy band diagram of the detector under both voltage bias and illumination, (a) 
is in the dark and with no applied bias, (b) is in the dark but under an applied bias, (c) is 
illuminated and under an applied bias. In (b) and (c), FB and RB indicate the forward-biased 
and reversed-biased contacts, respectively. Note that in (c), both the grain boundary height 
and the contact barrier heights have decreased in magnitude, when compared to (b). 
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The measured photocurrent from any photoconductor consists of a primary photocurrent and 

potentially a secondary photocurrent [21]. The primary photocurrent arises directly from the 

absorbed photon. Any secondary photocurrent comes from a gain process associated with the 

absorbed photon, and results in injection of carriers at one contact to replace those carriers 

removed at the other contact. In this way, the effective lifetime of the carrier in the case of a 

secondary photocurrent is increased over the case where only a primary photocurrent is 

present. In the case of a photoconductor with Schottky contacts, the gain mechanism is the 

lowering of the Schottky barriers previously discussed. The lifetime in the case of a primary 

S — x 
photocurrent is Tlife H = , where S is the contact spacing, x is the location where the 

v 

EHP is created and v is the mobile carrier velocity. This equation assumes that the mobile 

carrier moves from the creation point towards the contact at S, with the other contact at x = 0. 
For secondary photoconductivity, the lifetime is Tlife r2 = n — = n Ttramit, where n is the number 

v 

of times the mobile carrier is injected into the photoconductor from a contact and Xa3nsk is the 

time it takes a carrier to transit between the contacts. Thus, the effective lifetime of a carrier is 

S-x , 
Tlife = + n Ttramit, where n may equal zero. 

v 

Photogenerated charges which are being held in traps (prior to detrapping) or in 

recombination states (prior to recombination) will result in a charge accumulation which 

enhances the image-force lowering of the Schottky barrier at the contact [22], thus enhancing 

the gain mechanism. Correspondingly, photogenerated charge which is not in a trap or 

recombination state will not enhance the gain mechanism. Under the assumption that 

photogenerated carriers recombine either at recombination states in the bulk or at the contacts, 

the implication is that the effective lifetime for carriers which recombine in the bulk is 

S — x 
THfeMik recomb = + ' »*'transit > w h e r e n i s a statistical average, while the effective lifetime for 

v 

carriers which recombine at the contacts is Tlife cont recomb . 
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Since there are a finite number of sputtering-induced recombination states at the contacts, 

eventually the contact will reach an equilibrium of occupied states. At that point, image-charge 

lowering of the Schottky barrier is at a maximum and the reverse leakage current will no longer 

increase. Note that sputtering-induced recombination states provide a mechanism for barrier 

lowering across the entire contact region. Grain-boundary recombination states only provide a 

mechanism for barrier lowering where grain boundaries intersection the contact region. In 

addition, carriers at recombination states associated with grain boundaries in the bulk are less 

effective at barrier lowering, due to their greater distance from the contacts. 

With the background material given previously and a few pages of algebra, the impulse 

function in the presence of bulk, grain-boundary and sputtering-induced recombination sites 

("bulk_recomb" for short) is obtained in Appendix A as hbulk recomb\t) = u{t). (1) 
— T 

transit 

where XR is the recombination time constant, u(t) is the unit step function and the other terms 

are as previously defined. In the unit step function, t = 0 is defined as when the electron-hole 

pair is generated. In the absence of bulk, grain-boundary and sputtering-induced 

recombination sites, so that carriers only recombine at the contacts, the impulse function is 

obtained as in Appendix A as hcont_recomb{t) = [u(t)-u(t - Tlifecmt_recomb)]. (2) 
transit 

This second impulse function will only apply at higher optical levels and to the photogenerated 

carriers in excess of that necessary to keep the recombination sites fully occupied, i.e. If all 

recombination sites are occupied by electrons, any additional photogenerated electrons are 

unaffected by the recombination sites until some sites become available through the capture of 

holes. 

Assuming a waveguide of width W centered between the contacts, integrating the impulse 

response across the waveguide and then convolving with a Gaussian pulse with pulse energy 

E and standard deviation C yields an analytical time-domain recombination response of 

/ (A- ^E°P> c(^/2rl) -(t/rs) 

transit 

l + erf 
t a 

4la 4lTR 
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Once all bulk, grain boundary and sputtering-induced recombination sites are occupied, so that 

recombination only occurs at the contacts, the response becomes 

cont recomb 

SRF 
(0= opl 

2r„ 
erf 

f t > 

V2cr. 
~erf\ 

S + W 

2v 

4la 
(4) 

Figure 11 shows the theoretical pulse response of the detector with the photoconductive gain 

mechanism in Eqn. 3 turned on and off. All other parameters remain constant. In essence, 

when a photoconductive gain mechanism is present the carriers effectively live long enough 

for the recombination tail to be significant. The "with photoconductive gain" plot of Figure 

11 is the theory plot of Figure 7. Note that theory and experiment in Figure 7 show excellent 

agreement. 
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Figure 11: Comparison of theoretical detector response with and without a photoconductive 
gain mechanism. Responses have been normalized to the same magnitude, to focus on the 
pulse width. Inset shows the bulk recombination and contact recombination parts of the 
photoconductive gain response 
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C h a p t e r 6 

ACHIEVEMENTS, CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 

1 Achievements 

Achievements to date from this work are listed below 

1.1 Journal papers 

Lead author on "Geometry Dependence of CMOS-Compatible, Polysilicon, Leaky-Mode 

Photodetectors", IEEE Photonics Technology Letters, v. 19, no. 7, pp. 513 - 515 (April 1, 2007). 

Lead author on "CMOS Optoelectronic Components for Clock Distribution", accepted for 

publication in Microelectronic Engineering. 

Second author on "Fully CMOS-Compatible On-Chip Optical Clock Distribution & 

Recovery", accepted for publication in IEEE Transaction on VLSI Systems. 

Second author on "Characterization of CMOS compatible waveguide-coupled leaky-mode 

photodetectors", IEEE Photonics Technology Letters, v. 18, n. 13-16, pp. 1657-1659 (Jul-Aug 

2006) 

Third author on "Amplified spontaneous emission measurements in a diamond anvil cell: A 

tool to investigate laser diode gain under high pressure", Physica Status Solidi B-Basic Research, v. 

241, n. 14, pp. 3420-3426 (Nov. 2004) 

1.2 Conference papers 

"Geometry dependence of Leak-Mode, Waveguide-Coupled, Polysilicon Photodetectors", 

paper ThQ4, presented at LEOS 2006, Montreal, Quebec, Canada. 

1.3 Conference posters 

"CMOS-Compatible On-Chip Optical Interconnects", ISTeC, November 2006, CSU, Fort 

Collins, CO 
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"Temperature Dependence of Polysilicon Photodetectors for Integrated Optical Sensors and 

Electronics Applications", American Physic Society annual meeting, March 2007, Denver CO 

"CMOS-Compatible On-Chip Optical Interconnects", CPIA Annual Meeting, CU, Boulder, 

CO, November 2007 

1.4 Lab tools 

Developed a fiber-scanning system for determining loss in optical waveguides. Developed an 

automated system for optimizing input fiber to detector waveguide alignment. Wrote a 

Lab VIEW program to control HP 54600 series oscilloscopes, including downloading trace 

data to an ASCII file suitable for importation into MATLAB or Excel. 

2 Conclusions 

The overall objective of this Ph.D research was to investigate and characterize a novel 

proposal for a nanoscale on-chip optical network for clock distribution. The novel aspect of 

this proposal was that it was fully compatible with any reasonably standard CMOS process. 

From the aspect of demonstrating the basic capabilities and feasibility of the proposal, the 

work was successful. Responsivities of 1.3 A/W have been demonstrated, sufficient for the 

application. Measured detector speed is equivalent to a few hundred MHz. While roughly an 

order of magnitude too slow for the intended application, the measured values were limited by 

the ability to modulate the source laser diode at the desired speeds. Waveguide loss, at -8.8 

dB/cm, and split loss, at ~4 dB/cm, are both too high. This hurts the ability to deliver 

sufficient power from the input of the optical clock distribution H-tree network to the end 

nodes. However, reasonable proposals for lowering these losses have been made and have a 

good chance of success. Most critically, in related work [1] integration of optical source, 

waveguides, waveguide splits, detectors and clock recovery circuitry have been demonstrated 

in a test chip manufacturing in a commercial CMOS process. 

3 Suggestions for future work 

The future work proposed for this research is listed below. 
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3.1 Improved means of coupling light into the waveguide 

Getting enough light into the waveguides leading to the edge-coupled waveguide detectors and 

into the optical H-tree waveguides was a constant problem. Some measurements (e.g. 

bandwidth measurements of the detectors using shot-noise based frequency domain 

techniques) were unsuccessful due to the inability to couple enough optical power into the 

waveguides. Developing improved methods of coupling light into the waveguide should be a 

high priority. 

3.2 Calculation of the variation of the propagation velocity in waveguide with respect 

to waveguide dimensional variations 

Calculation of the propagation velocity of signals in the optical waveguides versus dimensional 

tolerances might yield interesting results and should be pursued. 

3.3 Higher frequency data 

Obtaining higher frequency data would be useful for two reasons. 

First, and most obviously, is to determine the ultimate performance of the photodetectors in 

this work. 

Second, higher frequency data would allow a determination of whether a negative exponential 

lifetime model, a Gaussian lifetime model, or a single-lifetime model (the small variance limit 

of the Gaussian model and what is currently being used) best fits the data. 

3.4 Third generation test chip 

Much was learned going from the first generation to the second generation of test chip. A 

third generation would allow more learning and experimentation. 

Some possibilities for third generation test structures are: 

3.4.1 Improved method of determining power to edge detector structures, version 1 

Take input waveguide, split half of it to detector (by means of a large radius bend?) and the 

other half back to the edge of the die, where the light power in the waveguide can be measured 

by a commercial detector. (Since the waveguide is a 50/50 splitter, the light detected by the 
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commercial detector should equal the light incident on the CSU detector, with allowance for 

any additional loss in the path caused by a slightly longer path to the edge of the die than to 

the CSU detector.) 

3.4.2 Improved method of determining power to edge detector structures, version 2 

Take the input waveguide, bend it in a large radius curve (no split this time) and bring it 

in to the detector "from the back", so to speak. Then, continue the waveguide across the 

polysilicon detector and on to the edge of the die. The power leaving the detector can be 

determined this way. From the power leaving the detector, we should be able to 

determine the power entering the detector by using some reasonable assumptions about 

the fraction of power absorbed in the detector. 

3.4.3 Vary the contact type to the detector— Ohmic vs. Schottky 

Make some detectors with various kinds of contacts - Schottky (using undoped polysilicon), n-

type ohmic and p-type ohmic. (This would require checking to see if the Avago process has 

both n-type and p-type polysilicon. A possibility might be to implant dope just the contact 

regions in the poly, so that die main part of the poly is undoped.) 

Related to this idea, it might be interesting to have some detectors with ohmic contacts on one 

side, and Schottky contacts on the other, to look for asymmetries. 

3.4.4 Testability concerns 

Before starting the design, think through, very carefully, issues related to testing a die. In 

particular, think through three-dimensional issues related to bringing light to the die by means 

of an optical fiber while simultaneously bringing high-speed probes in from the top. And don't 

overlook the need to use a microscope to align the fiber to the waveguide and to align the 

probes to pads. 

3.4.5 Improved SEM structures 

Better SEM cross-section structures. For SEM cross-sections looking down the waveguide, a 

structure with a 0.5 |J.m waveguide and a detector that is 2.6 |J,m wide and 100 |Llm long, or 

longer, would be nice. Just in case it's not obvious, the 0.5 |J,m dimension of the waveguide 
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should be parallel to the die edge, while the 100 |Hm dimension of the detector should be 

perpendicular to the die edge. Similarly, for SEM cross sections looking across the waveguide, 

a structure with a 100 |Um wide waveguide and a 10 |Hm long detector would be nice. (Rotate 

this structure 90 degrees relative to the previous cross-section structure, so that the 100 (Im 

dimension of the waveguide is perpendicular to the edge of the die while the 10 Jim dimension 

of the detector is parallel to the die edge. Note that in both cases, the direction of primary 

interest is parallel to the die edge, as that's the way the polish is coming, and the direction 

perpendicular to the die edge is extremely long, so there's no problem with not going far 

enough or with going too far. If you want a cross-section through a contact, you're either 

going to need a FIB cut or you're going to have to be very lucky with your polishing. 
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Appendix A 

DERIVATION OF THE DETECTOR IMPULSE RESONSE, PLUS THE SYSTEM 
DC AND AC RESPONSE 

The standard method of determining the system response to a signal is to find the impulse 

response of the system and then convolve the impulse response with the signal of interest. In 

this appendix, I determine the impulse response of the detectors in this work in the presence 

of bulk recombination and contact recombination. I then convolve the impulse responses 

with a DC signal, to determine the DC response, to see how well the theoretical system 

response matches the observed system response to a DC signal. Following that, I convolve 

the impulse responses with an AC signal, in the form of Gaussian pulse, to determine the AC 

response, to see how well the theoretical system response matches the observed system 

response to an AC signal. 

1 Bulk recombination center impulse response 

The road map I'll follow to determine the impulse response of the detectors in the presence of 

bulk recombination is to add, step-by-step, factors which affect the impulse response. Each 

new sub-section will add a new factor. The factors are added in what seems to me to be the 

most logical and obvious order, coinciding, as much as possible, with the physical order in 

which events occur. As a sanity check, the units of the impulse response will be tracked. 

The driving impulse is a single photon impinging on the detector. 

1.1 Probability of a photon entering the detector 

Taking into account the probability of a photon entering the detector yields an impulse 

response of h(t) = (l — R), where R is the power reflectivity (i.e. the Fresnel reflection). The 

units of the impulse response are dimensionless. 
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1.2 Probability of a photon being absorbed in the detector 

Taking into account the probability of a photon being absorbed in the detector yields and 

impulse response h(t) = (l - i?)(l - e~ J. a is the absorption coefficient and d is the detector 

effective depth (length). The units of the impulse response are still dimensionless. 

1.3 Amount of charge created by the absorbed photon 

Considering the amount of charge created in the detector by the optical impulse yields an 

impulse response of h[t) — q\i — R)\\. — e~ J, where q is the charge of an electron. The units 

of the impulse response are in Coulombs. 

1.4 Get the charge moving, to create a current 

The photogenerated charge won't product a current until it starts moving. Taking this into 

account leads to an impulse response of h\t) = q(\ — R)\l — e~ jv, where v is the average 

carrier velocity. The units of the impulse response are Coulomb-meter/second, or Amp-

meter. 

Note that a photoconductor requires an external voltage bias to create moving charge, as a 

photoconductor has no built-in electric field. 

1.5 Normalize to account for using a single photon as the impulse driving function 

We're eventually going to want to apply a pulse consisting of more than one photon to the 

detector. As a result, we need to normalize the impulse response of the previous step to 

account for the fact it's due to the energy of a single photon, X/hc, where A, is the wavelength, 

h is Plank's constant and c is the speed of light. This yields an impulse response of 

— {\-R){l-e-ad)v = ^v, where 9v = ^ 
he he 

units of the impulse response are Amp-meter/Joule 

h(t) = q—{\-R)(l-e-ad)v = 3iv, where 9t = ?±{l-R^l-e^is the responsivity. The 
he he 

1.6 Account for the effect of the contact spacing on the electric field 

To create the moving charge, an external voltage bias has been assumed. Since the carrier 

velocity is proportional to the electric field, not the applied voltage bias, a (1/S) term, where S 

is the contact spacing, is required to convert the voltage bias to an electric field strength. This 
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leads to an impulse response of h[t) = q {l — R)\l — e~ jv = 9?—. The units of of the 

She S 

impulse response are Amps/Joule. While not used in this step, I'll also define Taiimk as the time 

S 
it takes a carrier to travel from the contact at x = 0 to the contact at x = S. i.e. Ttransit = —. 

v 
t \ 9* Using this, the impulse function is h\t) = . 

T 
transit 

1.7 Deal with the creation of the photogenerated charge 

The photogenerated charge can't start moving until it's created, so add a unit step function to 

account for the creation of the carrier. This yields an impulse function of 

h{t)-q (l-R){l-e~ad)vu(t) = 'R—u{t) The units of impulse function are still 

She S 

Amps/Joule. (Carrying all the terms making up 91 is becoming annoying, so from now on the 

derivation will just use 3i by itself.) 

1.8 Account for an exponential bulk recombination process 

Since the moving charge in the previous sections consists of a photogenerated electron-hole 

pair that will recombine (due to the assumed presence of recombination centers in the bulk), it 

is necessary to include a term to account for this recombination. Assuming the standard 

exponential-decay recombination process yields an impulse response of: h\t) = 91 — u\t)e~R, 

where t is the time since the EHP was created and TR is the recombination lifetime. Another 

way of thinking about TR is that it is the time it takes for the photogenerated charge to drop to 

1/e of its original value. The units of the impulse function in this step are still Amps/Joule. 

1.9 Should the polysilicon nature of the detectors be included? 

Due to the polysilicon nature of the detector, I was initially going to include a term to account 

for the polysilicon grain boundaries, similar to Korsh & Muller [1] eqn. 6: I = 2K sinh 
rv\ 

KZJ 

where K = AA*T2 exp — and£ = . However, upon reflection, I've decided that 
kT J 
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the sinh term only applies at low optical power levels and low applied voltage biases. For what 

I've been doing, the optical power levels are such that the potential barriers at the grain 

boundaries are either flat or so thin that tunneling through them is not a problem. In other 

words, there's no need for a sinh term since the current contribution from tunneling through 

the barrier is much larger than the current contribution from thermionic emission over the 

barrier. 

1.10 Final impulse response 

The end result of the previous sections is that the impulse response due to bulk recombination 

is given by hbuIk_recomb{t) = hr{t) = ^u{t)e-"T" . 

2 Contact recombination impulse response 

The bulk recombination center impulse response, found above, assumes that carriers 

recombine is at recombination centers. The case where recombination centers do not exist has 

to be treated separately. Fortunately, with appropriate modifications we can apply much of the 

work done for the bulk recombination center impulse response to the contact recombination 

impulse response. 

First, XR is effectively infinite, since recombination centers in the bulk are assumed not to exist. 

Second, the carrier lifetime is just the time it takes the carrier to reach the contact, as no 

photoconductive gain process can be present. As a result of the first point, the exponential 

decay term goes away. As a result of the second point, there is a "turn-off step function at 

W W h e r e Zlife,c = • 

This leads to a contact recombination impulse response of 

" I 
S 

h , , ,(t) = %—\u{t)-u{t-T,f )|. 
'contact_recomb\ I 0 L \ / V *hfe,cll 

The following objection may be raised: "Why are you assuming a gain process which extends 

the effective lifetime of carriers in the case of bulk recombination, but not in the case of 

contact recombination?" 
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The answer is that the gain process observed in photodetectors with Schottky contacts relies 

on trapped photogenerated charge lowering the Schottky barrier at the contact junction. [2-4] 

In the case of bulk recombination, charge in recombination centers serves the role of trapped 

charge, at least until the charge in the recombination center recombines with charge of the 

opposite carrier type. In the case of contact recombination, there is no charge to serve in the 

role of trapped charge. In this context, note that the observed recombination lifetime is 2.5. 

ns, while the estimated transit time for a 2.64 |lm contact spacing device is 69 ps. 

3 DC response 

We can obtain the DC response of any system by convolving a DC signal with the impulse 

response of the system. If the system is linear, we can convolve a DC response with separate 

impulse responses independendy and then add the responses together. 

3.1 DC system response due to the bulk recombination impulse response 

Let f(t) = the DC signal, and let g(t) equal the bulk recombination center impulse response. 

Note that I am using the "function of time" notation for a function which is independent of 

time. This is to keep the same formalism as is used in the AC response later, and the same 

formalism as is conventionally used in convolutions. Also, I'm defining f(t) to be the DC 

power, not the DC number of photons. This is because of how I defined the impulse 

response. 

With these definitions, the convolution of f(t) and g(t) is: 

f(t)*g{*)= \PoPt,S^u{T)e-TlT«dT, since f(t) = f(t) = f(t-T) = Popt>5., the input optical 

power. Applying the unit step function and pulling constant terms out from the integral yields 

^PoPtA\)e-^dt\ = *PoptM- TRe-«> £ 
l ° J , where IR^PophS. 

- < R P V
T - r VTR-T ^TR - j VT*V - T VTRV 

" op,'ss R~ R s ~ R s - Rsxs~ R s2 
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Since T„.„„„v = — = = —7——r = , an alternate way of expressing the above result 
translt v juE fi{v/S) juV 

is IR — | — = IR —-—. This formulation may provide more physical insight. 
^ "transit 

3.2 DC system response due to the contact recombination impulse response 

Let f(t) = the DC signal, and let g(t) equal the contact recombination impulse response. 

Again, note that I am using the "function of time" notation for a function which is 

independent of time, and for the same reasons as stated earlier. 

Then the convolution of f(t) and g(t) is: 

f[f) * g{t)= J 9tPop, — |w(r) — u\T — Tlife c)pi, where the symbols are as defined earlier. 

Pulling out the constant terms yields: 3iPopl — J [«(T) — U\T — THfec)pT 

Applying the unit step functions to the limits of integration yields: 

9tP -
op'S 

\dt - \dt > 

Evaluating the integrals yields: 

<RP Z{(0 0_o)_L + T;r )}=SiP -T„ =XP ^ i = /_!<&£ 
^K±opt o LV w / V vhfe,cf\ opt n hfe,c opt „ x c 

V^H-6, „ _ *> Uf,. 

transit 

1 where Ic = SiPopt since, by definition, S = vTtmnsil. On average, however, Tlifec = -Ttramit since 

the average carrier is created halfway between the contacts. This means the integrals evaluate 

to — . The factor of V2 here is indicative of the fact that I'm considering just one 

photogenerated carrier type — electrons or holes. If both carrier types were considered, then 

the V2 will go away. For the sake of simplicity, further work will assume that both carrier types 

are considered. 

140 



3.3 Combine the bulk recombination and contact recombination responses 

A certain amount of the input optical power goes into generating carriers that recombine at 

recombination centers in the bulk and die balance goes into generating carriers that recombine 

at the contacts. Let the ratio of bulk recombination carriers to contact recombination carriers 

be KDC. Then the total DC photocurrent response IP is 

IP=IB^^ + L=L+KnrL^^ = lll + KDC^f-), w h e r e / f t ^ a n d ^ n r ^ 
V & J 

0 ~ -* c a i l u -*vDC j 

This formulation is defined purely for the convenience of matching the form of the equation 

used to fit the first-generation data in my IEEE PTL paper. [5] Note that KDC may be less 

than or greater than 1. It may also vary with the optical input power level. At least, a variation 

with optical input power seems plausible, due to the above-discussed partition of carriers 

which recombine at recombination sites and carriers which recombine at contacts. If the 

optical power level gets high enough, it should be possible to have all of the recombination 

sites occupied, so that any additional carriers can't find an available recombination center. 

4 AC response 

In a manner similar to that used to obtain the DC response, we will convolve the AC input 

with the impulse response to obtain the AC response. This will be done by first convolving 

the AC response with the bulk recombination center impulse response, then with the contact 

recombination impulse response, and adding the two contributions together. 

17 

The AC response will be assumed to be a Gaussian pulse (i.e. E (t) = , opl =e~' a ) with a 

V2^cT2 

specified full-width half-max (FWHM) and optical energy per unit area E . Note that for a 

Gaussian pulse, the FWHM and the variance are related by the equation 

FWHM = 2^2 ln(2 )cr or a = FWHM/2^2\n(l). Also note that, unlike the DC case, in the 

AC case we are interested in the energy of the pulse rather than the power, as the energy is 

directly related to the number of photon in the pulse. Finally, note that the time dependence is 

a simple t2, not a (t-tmean)
2 one. This is because the unit step functions have t = 0 when the 

electron-hole pair (EHP) is created, not at any arbitrary external time. (This is a somewhat 

subtle, but important, point, and one which initially escaped me.) The system response to the 
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value of the Gaussian pulse at tsysKm = t, is determined by the number of photons in the 

Gaussian pulse at tsystem = tl5 which means that tunit step f^^ = 0 for those photons corresponds 
to W " ^ le- u(tunit ^p wtion) = " ( t ^ ^ t , ) . A little thought should convince you that one 

implication of this is that it doesn't matter when tsystem = 0 is defined, at least in terms of the 

system response. An exceptionally convenient choice for tsystem = 0 is at the peak of the 

Gaussian pulse, causing tmean to be zero. 

I have no intuition what the bulk recombination system response will look like, with one 

exception. Since the convolution involves integrating a Gaussian, the result should involve an 

error function. I wouldn't be shocked to see an exponential in the response, from the 

exponential time dependence of the recombination process. 

I'd expect the contact recombination response to look similar to the bulk recombination 

response, but without the exponential time dependence. 

4.1 AC system response due to the bulk recombination impulse response 

Let f(t) = the AC signal, and let g(t) equal the recombination center impulse response. Assume 

f(t) is a Gaussian pulse with FWHM = X^^. i.e. f{t) = °P*-W
 e-'V2g2 

V2^CT2 

g(t) = hr(t) = ^u(t)e-'^ 

Then the convolution of f(t) and g(t) is: 

E„ 
f{t)*g{t) = I" °P<>W

 e-
T2/2a2Si-u(t- t)e-(t-T)lTRdT. Applying the unit step functions and 

_iV2;rcT2 S 

pulling constant terms out from the integral yields: 
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^E-4't /2<r2
 e-(t-r)/rR dr\ 

4l7tO' 
^E opt,W • oefflf2tie-{'-i)/T* l- erf 

( 2 
' G - TRT 

1 9t£ V 

4l7t<7' 
Jopt,W 

aSM^u * •erf 
f 2 

Doing the evaluation yields: 

s{t) = \*Eopt,w
V-e°^ -'In e ltRerf\ 

4lTR 4l(7 

1 V ^2/2Tl-t/TR -XE^-er >-e \-erf 
K42tR 4l(j 

- 2 *Kpt,w s e l + erf\ 
4io 4itR 

-lftn 

In the evaluation, use has been made of the error function properties that erf(°o) = 1 and 

erf(-x) = -erf(x). 

Since detected pulse starts when the carriers generated closest to the contact arrives and ends 

when the carriers generated furthest from the contact arrive, an integration across the 

waveguide is required. To cut down on the algebraic clutter, I am considering only the primary 

photocurrent here. Once that is found, the secondary photocurrent is easy to deduce. 

However, given the complexity of the above result (the result of a convolution), it would 

probably be better to integrate the impulse response across the waveguide first and then 

convolve with the AC signal, instead of convolving the impulse response and the AC signal 

and then doing the integration across the waveguide. 

As a reminder, the recombination center impulse response is: hr\t) = 9t—u(t)e ''*" 
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Integrating hr(t,x) across the waveguide across the waveguide yields: (Note that I am assuming 

a waveguide of width W, symmetrically placed between the contacts. Also note the use of the 

definition of Xttansit (i.e.Ttmmil = —) in the last equality.] 
v 

s+w 
2 

S+W 

2 

S+W 

2 

\h{t,x)dx= |9l-«(r)e-' /T*d5c = 9 l - e - ' A * ]"«(/>& = 9?-e" ' / r* 
5-r 

2 2 
S-W 

2 

S+W 

2 

\u(t)dx 

s-w 
I 2 

= * - < T ^ [u{t)x]£r = X-e-'^{uitW^—e-^'uit) J ^ S 

Now for the convolution. I'm going to temporarily drop the " R W / / ^ " prefactor, for 

clarity. In all cases , / ( » ) = 
4i 

Opt ,W -T 

— e 
'•/2a'< 

no 
, where E w is the optical energy 

coupled from the waveguide to the detector per unit width, and is assumed uniform across the 

waveguide. 

1. g(t) = expC-t/TXt) 

-co yl2ff( 2KG1 

•'optJY 

42no' 

_ ^opt,W c-,/TK 

re-
,/T* je-T2/2a2eT/T«dT 

427io2 
-e^lU^erf 

_ Eopi,W C-I/TRC<T2/{2T2
B) 

2 

Kpt.W c-t/TSc<J2/(2Tj) 

erf\ 

f 2 \ 

V 4lTRa ) 

\ 

42TR 42a 

l-erf 

lopt,W c-t/rRccr2/(2t2
R) 

l + erf] 

42TR 42a 

t a 
42a 42TR 

where the third-to-last equality follows by reversing the limits of integration to 
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eliminate the negative sign, the next-to-last equality follows since erf(°o) = 1 and the last 

equality follows since erf(-x) = -erf(x). 

Reinserting the "RW/Tmnsit" prefactor yields: 

<&W E, 

transit 

opt,W ccr2/2rlc-t/rR l + erf 
4i(j 42tR 

3XE 

27„ 
°Pt C<72/2T2RC-'/*R \ + erf\ 

4l(J V2r, Rj 

4.2 AC system response due to the contact recombination impulse response 

As discussed earlier, the contact recombination impulse response is 

hc(t) = 9?—\u{t) — u[t — Tlife c ) \ . Note that there is an implied x dependence in Xlifec. 

Integrating hc(t,x) across the waveguide across the waveguide yields: [Note that I am assuming 

a waveguide of width W, symmetrically placed between the contacts. Also note the use of the 

definition of Xamsk (i.e. Ttramit = - ) in the last equality.] 
v 

s+w 
2 

S+W 

2 

S+W 

2 , 

i(t)= \hc{t,x)dx= l^[u(t)-u{t-TlifeJ\lx = ̂  \[u{t)-u(t-Tlifecyx 

s-w 
2 
rs+w 

2 

= 31-

s-w 
2 

S+W 

2 

\u(t)dx - \u{t- Tlj/ec jdx 

s-w 
2 

S-W 

2 

= <K-

s-w 
2 
S+W 

S+W 2 

[u(t)x\s^w - \ At-

3\v-

s 

S+W 
2 

u{i)W- \ u\ 
S -x 

dx 

s-w 
2 

v ; 

9t 

2 S-W 
2 

S+W 

2 

S-x 

v J 
dx 

u(i)W - f u\t -
s-w 

2 

S — x 

v J 
dx 

To deal with the last integral, we want to know when the integrand is non-zero. I'll arbitrarily 

assume that the carrier in question is a hole, and that the bias is such that holes are moving 

from their creation point at x to the contact at S. Note that the current pulse will not 

terminate until the carriers generated furthest from the contact at S reach the contact at S. 
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These "travelled furthest" carriers are generated at x=(S-W)/2. The lifetime for these carriers 

• , ,. , , v -, , , i • , • ^ S-((S-W)/2) S + W 
is the distance they travel divided by their velocity. Thus, Tlife = _ 

2v 

Taking this into account converts the unit step function in the last integral into 

t--
S + W 

2v J 
. Inserting this into the above yields: 

<K 
s+w 

2 

i(t) = 1 u(i)W - [ u\t 
transit S-W 

2 

S + W 

2v 
dx 

<R 
S+W 

9t 
u{t)-u\ t — 

S + W\ 

2v 
W = 

%W 
u(t)-i 

r 

u{i)W -u 

S + W\ 

( S + W\ 
1 2v J 

2. 

\dx 

s-w 
2 

t-
v 2v j 

Now for the convolutions. I'll do them one term at a time and, as before, I'll drop the 

" R W / X ^ " prefactor, for clarity. 

1. g(t)=u(t) 

f(t)*g(t)= )^Te'^2u(t-T)dT=^= )e-^2dt 

Jopt,W 

42KO2 

-lopt,W 

°^\erf 

erf 
f t > 

\42oj 

^42<jj 

+1 

'' opt,W 
erf] 

T 

42a, 

2. g(t)=u(t-((S+W)/2v)) 

Evaluating the integral is simplified by noting that it is the same integrand as in part 1. 

The only thing that has changed is the limits of integration. Therefore, the result is 

fif)*g{t) = -
opt,W erf 

r S + W^ 
t 

2v 
V2cr 

+ 1 
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Combining the two results and reinserting the prefactor yields 

,(0= -'opt,W 

T 2 
transit 

f f S + W^ 

erf 
' t ^ 

erf 
t-

2v_ 

4lo 

3tE. opt 

2r„ 

ff S + W^ 

erf f_t_} 
-erf] 2v 

4lc 

4.3 Combine the bulk recombination and contact recombination responses 

Repeating the AC system responses for the two mechanisms, for convenience: 

'bulk (') = 
91E. opt a2/2T2

R-t/TR 

2T„ 
l + erf] t a 

V2cr 42rR 

lCOM V I 
2ZL 

erf] 
4lG 

-erf] 

s + w 
2v 

42a 

Paralleling the DC system response case, let the ratio of the optical energy creating carriers that 

recombine in the bulk to the optical energy creating carriers that recombine at the in the AC 

case be KAC. i.e. KAC = —°pt' " Then the overall system response in the AC case is 
opt,cont 
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, • ( / ) = 

RE 

2r„ 
opt,bulk c<J2/2T2

Rc-t/TR 1 + erf 
4io 42t, Rj 

RE. 
+ • 

opt,cont 

2r. 

fr s + ww 

erf 
( t ^ 

-erf] 
2v 

4lc 

• ^ AC^opt ,cotrt <T2/2T2
R -t/tR 

2r_„„ 
l + erf] 

4io 4itR 

RE, 
+ -

opt,cont 

2r, transit 

ff S + W^ 

erf] 
V2o-

•erf 
t-

v 2v 
4l<j 

RE 
opt,cont 

2T„ 

K^ea2/2Tle-'/T* ^c c 

r 
l + erf 

4lo V2r Rj 

erf f_t_} erf 

ff S + W^ 
t 

v 2v j 
4io 

I don't see any practical way to calculate the value of KAC from first principles. I believe it will 

have to be extracted from fitting the data. I suspect that KAC will vary with polysilicon grain 

size, and thus the deposition conditions. 
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Appendix B 

FIRST-GENERATION OPTICAL TEST CHIP DOCUMENTATION 

This document was created from a combination of examination of the first-generation artwork 

and direct observation of the die. I would like acknowledge Adrienne Iguchi for her assistance 

in creating this document. 

There are two main types of detectors on this test die. The first type consists of detectors 

placed around the perimeter of the die, with waveguides leading from the edge of the die to 

the detector. The second type consists of vertical incidence interdigitated finger metal-

semiconductor-metal detectors. For brevity, the first type is referred to as an "edge-coupled 

waveguide detector" while the second type is referred to as an "MSM detector". 
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1 Edge-coupled waveguide detectors 

6,5,6.6 

9.5,5,10 

0.5,5,10 

5,5,5.6 

0.5,5,5.6 

5,10,5.6 

0.5,10,5.6 

4,5,4.6 

0.5,5,4.6 

4,10,4.6 

0.5,10,4.6 

3,5,3.6 

0.5,5,3.6 

3,10,3.6 

There are some discrepancies 
between the labels and the artwork 
file for the edge-coupled devices. 

Label 
6, 5, 6.6 
9.5, 5,10 
0.5, 5,10 
5, 5, 5.6 
0.5, 5, 5.6 
5,10, 5.6 
0.5,10, 5.6 
4, 5, 4.6 
0.5, 5, 4.6 
4,10, 4.6 
0.5,10, 4.6 
3, 5, 3.6 
0.5, 5, 3.6 
3,10, 3.6 
0.5,10, 3.6 

Artwork 
5.5, 5, 6.14 
9.49, 5, 10.14 
0.49, 5,10.15 
4.5, 5, 5.15 
0.5, 5, 5.14 
4.5,10, 5.14 
0.5,10, 5.14 
3.51, 5, 4.14 
0.5, 5, 4.14 
3.5,10,4.14 
0.5,10,4.14 
2.5, 5, 3.14 
0.5, 5, 3.14 
2.5,10, 3.14 
0.5,10, 3.14 
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~ S- > 
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7* 
m 
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> 
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The contact 
in triple) is 

spacing (final number 
inner-edge-to-inner-

edge for the artwork value. 

Label 
0.5, 5, 6.6 
0.5,10, 6.6 
6,10, 6.6 
0.5,10, 30.6 
30,10, 30.6 
0.5,10, 2.6 
2,10,2.6 
0.5, 5, 2.6 
2, 5, 2.6 
0.5,10, 25.6 
25,10, 25.6 

Artwork 
0.5, 5, 6.14 
0.5,10, 6.14 
5.5,10, 6.14 
0.5,10, 30.14 
29.5,10,30.14 
0.5,10,2.14 
1.5,10,2.14 
? 
? 
0.5,10, ? 
24.51,10,25.1 

0.5,10,3.6 0.5,5,6.6 0.5,10,6.6 6,10,6.6 0.5,10,30.6 30,10,30.6 0.5,10,2.6 2,10,2.6 0.5,5,2.6 2,5,2.6 0.5,10,25.6 25,10,25.6 

Figure 1: Location map for first-generation edge-coupled waveguide detectors. The 
waveguide for the 0.5,10,3.6 device goes left.. MSM detectors are in the area above this map, 
with more MSM detectors in the area to the right of this map and waveguide bend structures 
further to the right. 

Note that die edge-coupled waveguide detector numeric values are in triples 

1 .The first number is the waveguide width. 

2.The second number is the polysilicon length 

3.The third number is the contact spacing 

The only reason the second (middle) number is in a different font is to make it easier to 

identify the individual numeric values in the triple. (A visual cue, if you will.) A typical layout 

of an edge-coupled waveguide detector is shown in Figure 2. 
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Figure 2: Top view of a typical edge-coupled waveguide detector, with waveguide width W, 
polysilicon length L and contact spacing S defined. 
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Figure 3: Location map for MSM detectors. Note that the orientation for this map is not 
the same as the orientation for Figure 1. The edge-coupled waveguide detectors are in the 
area above this map, with more MSM detectors in the area to the right of this map. 
Waveguide bend structures are in the areas below and to the right of the area shown in this 
map. Figure 4 is in the area to the right of this map. 

Note that the MSM numeric values are in pairs. The first number is the finger spacing. The 

second number is the poly length. 
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3 More MSM and Edge-Coupled Waveguide Detectors 

9,100 
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7,100 
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5,100 
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Figure 4: 

W
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nap for additional M SM and ed 

40,100 
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1,10 

ge-couplec 

0.5,10,10.6 

10,10,10.6 

0.5,5,10.6 

10,5,10.6 

0.5,10,15.6 

15,10,15.6 

0.5,10,20.6 

20,10,20.6 

waveguide c 
that the MSM devices shown on the right of Figure 3 are shown on the left of this map. The 
waveguide bend structures shown near the left of this map continue in the area below and to 
the left of the area shown in this map. 

As before, numeric values in pairs indicate MSM detectors while numeric values in triples 

indicate edge-coupled waveguide detectors. 

4 Waveguide bend structures 

There are five sets of 90-degree bend structures, with nominal bend radii of 10 Lim, 20 |Jm, 25 

[Xm, 50 |!m and 100 \Xm as you go from the inner part of the die towards the outer part of the 

die. Each set of 90-degree bend structures consists of five waveguides, with nominal widths of 

0.50 flm, 1 |0,m, 2 |Im, 4 |Im and 8 \Xm, as you go from the inner part of the die towards the 

outer part of the die. Actual drawn bend radius and waveguide width may vary from the 

nominal width, however this was not checked. 
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A p p e n d i x C 

SECOND-GENERATION OPTICAL TEST CHIP DOCUMENTATION 

This document was created from a combination of examination of the second-generation 

artwork and direct observation of the die. 

There are two main types of detectors on this test die. The first type consists of detectors 

placed around the perimeter of the die, with waveguides leading from the edge of the die to 

the detector. The second type consists of interdigitated finger metal-semiconductor-metal 

detectors. For brevity, the first type is referred to as an "edge-coupled waveguide detector" 

while the second type is referred to as an "MSM detector". 

1 Edge-Coupled Waveguide Detectors and MSM Detectors 

1.1 Overview 

0.5,10,4.14 

4,10,4.64 

0.5,5,4.14 

4,5,4.64 

0.5,5,0.9 

2,10,2.64 

0.5,5,2.14 

2,5,2.64 

0.5,10,2.14 

0.5,40,2.6 4,10,(1,10) 0.5,10,(1,10)0.5,5,1.6 0.5,10,0.68 0.5,10,0.8 0.5,10,0.9 0.5,10,1.6 0.5,5,0.68 0.5,5,0.8 

3,100 

VDD 
D 

Small H-tree 

11,100 12,100 13,100 14,100 

Large H-tree 

GND 
D 

Small H-tree 

20,100 6,100 

2,100 

15,100 

9,100 

8,100 

VDP 35,100 

VDP 

25,100 40,100 

5,100 VDD A 

4,100 

30,100 10,100 

7,100 GND A 

1,100 0.5,100 

Figure 1: Location map of edge-couple waveguide detectors and MSM detectors 

The device locations in the interior of the die are approximate, as devices aren't laid out on a 

nice grid. 
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Note that the edge-coupled waveguide photodetector numeric values are in triples 

1. The first number is the waveguide width. 
2. The second number is the poly detector length 
3. The third number is the contact spacing (inner-edge to inner-edge, not center-to-

center) 

The only reason the second (middle) number is in a different font is to make it easier to 

identify the individual numeric values in the triple. (A visual cue, if you will.) 

Contact spacing I 

Poly length 

t 
-Waveguide width 

Die edge 

Figure 2: Top view of edge-coupled waveguide detector 

The number pairs (e.g. 13,100) represent the vertical-incidence MSM photodetectors. The first 

number is the finger spacing; the second is the poly length. 

In the location map, the letters "VDP" indicate a Van Der Pauw sheet resistance measurement 

structure. The letters "VDD A" and "GND A" indicate analog circuitry VDD and ground 

pads, respectively. Similarly, the letters "VDD D" and "GND D " indicate digital circuitry VDD 

and ground pads, respectively. The other labels are self-explanatory. 

1.2 Specific edge-coupled waveguide detectors 

The overall pad size for all pads is 315 |Llm in the direction perpendicular to the edge of the die 

and 380 |!m in the direction parallel to the edge of the die. The center pad is 215 )Llm in the 

direction perpendicular to the edge of the die and 80 (Xm in the direction parallel to the edge of 

the die. The gap between the center pad and the outside pad on the long side of the center pad 
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is 20.5 |Im on one side and 20.0 Jim on die other. There is a 37.5 (Im gap on die short side of 

the center pad between the center pad and the outside pad. All pads are suitable for either 

needle probes or high-speed ground-signal-ground (GSG) probes. 

If there are multiple repeated structures in the edge-coupled waveguide detectors which appear 

identical, I assume they are identical, and I've only measured one. In particular, I've only 

measured one pad. 

In addition, many of the waveguides used with the edge-coupled waveguide detectors involve 

bends. It's a little difficult to decide exacdy when a bend starts and stops, so the lengths of the 

waveguides leading to and from the bends may be off by a few microns. 

Directions (north, south, east and west) on the chip are defined by a north arrow on the die 

near the 2,10,2.64 and 0.5,5,0.9 devices. However, from a naked-eye view, it's easier to orient 

the die by noting that the biosensor structures are on the east side of the die. 

This device listing starts in the southwest corner of the die, heads north along the west edge, 

then east across the north edge. A summary table of all devices is at the end of the text 

descriptions. 

1.2.1 0.5,10,2.14 device 

The input waveguide is 0.49 Jim wide at the start and comes in to the detector from behind. 

The input waveguide is 575 |Im long to the first bend. The first bend is a quarter-circle with a 

radius of curvature of 100 Jim. From the end of the first bend to the start of the second bend 

is 88 (Im. The second bend also is a quarter-circle with a radius of curvature of 100 |Im. 

From the end of the second bend to the start of the detector poly region is 46 (Im. Therefore, 

the total waveguide length to the detector is 1023 Jim, although this will vary some with edge 

polishing. 

The detector itself has a 0.5 Jim wide waveguide, a 10 Jim long poly region, and contact 

spacing of 2.14 Jim edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 1.82 Jim. 

The waveguide is centered between the contacts, with 0.66 Jim from the inner edge of the 
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contact to the edge of the waveguide. The waveguide ends at the edge of the polysilicon 

region. 

1.2.2 2,5,2.64 device 

The input waveguide is 2 (Im wide and comes in to the detector from behind. The input 

waveguide is 571 |lm long to the first bend. The first bend is a quarter-circle with a radius of 

curvature of 100 Jim. From the end of the first bend to the start of the second bend is 82 |Im. 

The second bend also is a quarter-circle with a radius of curvature of 100 Jim. From the end 

of the second bend to the start of the detector poly region is 59 Jim. Therefore, the total 

waveguide length to the detector is 1026 (Im, although this will vary some with edge polishing. 

The detector itself has a 2 |Im wide waveguide, a 5 (Im long poly region, and contact spacing 

of 2.64 Jim edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 2.32 |Im. The 

waveguide is centered between the contacts, with 0.32 (Im from the inner edge of the contact 

to the edge of the waveguide. The waveguide ends at the edge of the polysilicon region. 

The entrance waveguide to the lower small H-tree is just to the north of the 2,5,2.64 device. 

1.2.3 0.5,5,2.14 device 

The input waveguide is 0.49 |Im wide at the start and comes in to the detector from behind. 

The input waveguide is 574 Jim long to the first bend. The first bend is a quarter-circle with a 

radius of curvature of 100 (Im. From the end of the first bend to the start of the second bend 

is 87 Jim. The second bend also is a quarter-circle with a radius of curvature of 100 Jim. 

From the end of the second bend to the start of the detector poly region is 46 (Im. Therefore, 

the total waveguide length to the detector is 1021 Jim, although this will vary some with edge 

polishing. 

The detector itself has a 0.5 |lm wide waveguide, a 5 (Im long poly region, and contact spacing 

of 2.14 (Im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 1.82 Jim. The 

waveguide is centered between the contacts, with 0.82 Jim from the inner edge of the contact 

to the edge of the waveguide. The waveguide ends at the edge of the polysilicon region. 
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The entrance waveguide to the lower small H-tree is just to the south of the 0.5,5,2.14 device. 

1.2.4 2,10,2.64 device 

The input waveguide is 2 Jim wide and comes in to the detector from behind. The input 

waveguide is 562 |Im long to the first bend. The first bend is a quarter-circle with a radius of 

curvature of 100 Jim. From the end of the first bend to the start of the second bend is 82 (Im. 

The second bend also is a quarter-circle with a radius of curvature of 100 Jim. From the end 

of the second bend to the start of the detector poly region is 51 Jim. Therefore, the total 

waveguide length to the detector is 1009 Jim, although this will vary some with edge polishing. 

The detector itself has a 2 [Im wide waveguide, a 10|Im long poly region, and contact spacing 

of 2.64 (Im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 2.48 Jim. The 

waveguide is centered between the contacts, with 0.32 (Im from the inner edge of the contact 

to the edge of the waveguide. The waveguide ends at the edge of the polysilicon region. 

For some reason, there are no contacts in the last 2.67 Jim of the device. 

The entrance waveguide to the large H-tree is about 500 Jim north of the 2,10,2.64 device. 

1.2.5 0.5,5,0.9 device 

The input waveguide is 0.50 (Im wide at the start and comes straight in to the detector. From 

the start of the waveguide to the start of the detector poly region is 333 (Im. 

The detector itself has a 0.5 (Im wide waveguide, a 5 Jim long poly region, and contact spacing 

of 0.9 |Im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 0.58 Jim. The 

waveguide is centered between the contacts, with 0.20 (Im from the inner edge of the contact 

to the edge of the waveguide. The waveguide ends at the edge of the polysilicon region. 

The entrance waveguide to the large H-tree is about 67 (Im south of the 0.5,5,0.9 device. 
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1.2.6 4,5,4.64 device 

The input waveguide is 4 Jim wide and comes in to the detector from behind. The input 

waveguide is 571 Jim long to the first bend. The first bend is a quarter-circle with a radius of 

curvature of 100 (Im. From the end of the first bend to the start of the second bend is 82 Jim. 

The second bend also is a quarter-circle with a radius of curvature of 100 Jim. From the end 

of the second bend to the start of the detector poly region is 44 Jim. Therefore, the total 

waveguide length to the detector is 1011 Jim, although this will vary some with edge polishing. 

The detector itself has a 4.03 Jim wide waveguide, a 5 Jim long poly region, and contact 

spacing of 4.67 Jim edge-to-edge. Thus, THIS DEVICE DOES N O T QUITE MATCH 

ITS LABEL! (The difference probably is not significant, though.) Metal-1 to metal-1 spacing 

is 4.35 Jim. The waveguide is centered between the contacts, with 0.32 Jim from the inner 

edge of the contact to the edge of the waveguide. The waveguide ends at the edge of the 

polysilicon region. 

1.2.7 0.5,5,4.14 device 

The input waveguide is 0.49 Jim wide at the start and comes in to the detector from behind. 

The input waveguide is 574 Jim long to the first bend. The first bend is a quarter-circle with a 

radius of curvature of 100 Jim. From the end of the first bend to the start of the second bend 

is 87 (Im. The second bend also is a quarter-circle with a radius of curvature of 100 |Im. 

From the end of the second bend to the start of the detector poly region is 46 (Im. Therefore, 

the total waveguide length to the detector is 1021 |Im, although this will vary some with edge 

polishing. 

The detector itself has a 0.5 Jim wide waveguide, a 5 (Im long poly region, and contact spacing 

of 4.14 |Im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 3.82 |Im. The 

waveguide is centered between the contacts, with 1.82 (Im from the inner edge of the contact 

to the edge of the waveguide. The waveguide ends at the edge of the polysilicon region. 
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The entrance to the upper small H-tree is approx. 124 |Im north of the pads for the 0.5,5,4.14 

device. 

1.2.8 4,10,4.64 device 

The input waveguide is 4 |Im wide and comes in to the detector from behind. The input 

waveguide is 573 |Im long to the first bend. The first bend is a quarter-circle with a radius of 

curvature of 100 (Im. From the end of the first bend to the start of the second bend is 82 (Im. 

The second bend also is a quarter-circle with a radius of curvature of 100 (Im. From the end 

of the second bend to the start of the detector poly region is 46 (Im. Therefore, the total 

waveguide length to the detector is 1015 Jim, although this will vary some with edge polishing. 

The detector itself has a 4 (Im wide waveguide, a 10 Jim long poly region, and contact spacing 

of 4.64 Jim edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 4.32 (Im. The 

waveguide is centered between the contacts, with 0.32 Jim from the inner edge of the contact 

to the edge of the waveguide. The waveguide ends at the edge of the polysilicon region. 

The entrance to the upper small H-tree is approximately 98 (Im south of the pads for the 

4,10,4.64 device. 

1.2.9 0.5,10,4.14 device 

This is the northern-most device on the west side of the die. 

The entrance waveguide is. 0.49 Jim wide at the start and comes in to the detector from 

behind. The input waveguide is 572 (Im long to the first bend. The first bend is a quarter-

circle with a radius of curvature of 100 Jim. From the end of the first bend to the start of the 

second bend is 87 Jim. The second bend also is a quarter-circle with a radius of curvature of 

100 (Im. From the end of the second bend to the start of the detector poly region is 46 Jim. 

Therefore, the total waveguide length to the detector is 1019 Jim, although this will vary some 

with edge polishing. 
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The detector itself has a 0.50 |Llm wide waveguide, a 10 |Im long poly region, and contact 

spacing of 4.14 Jim edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 3.82 (Im. 

The waveguide is centered between the contacts, with 1.82 JLlm from the inner edge of the 

contact to the edge of the waveguide. The waveguide ends at the edge of the polysilicon 

region. 

1.2.10 0.5,40,2.6 device 

This is the western-most device on the north side of the die. 

The entrance waveguide is 0.50 |Im wide at the start and comes straight in to the detector. 

From the start of the waveguide to the start of the detector poly region is 328 |Im, although 

diis will vary some with edge polishing. 

The detector itself has a 0.50 (1m wide waveguide, a 40|Im long poly region, and contact 

spacing of 2.60 (Im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 1.72 (Im. 

The waveguide is slighdy asymmetrically placed between the contacts, with 1.07 (Im from the 

inner edge of the contact to the edge of the waveguide on the east side, and 1.03 |lm on the 

west side. The waveguide ends at the edge of the polysilicon region. 

1.2.11 4,10, [1,10] device 

The entrance waveguide is 4.0 (Im wide and comes straight in to the detector. From the start 

of the waveguide to the start of the detector poly region is 357 (Im, although this will vary 

some with edge polishing. 

The detector itself has a 4.0 (Im wide waveguide, a 10.0 |Im long poly region, and asymmetric 

contact spacing of 10.0 (Im edge-to-waveguide on the east side and 1.0 (Im on the west side, 

matching the label. Metal-1 to metal-1 spacing is 14.68 (Im. Note that the waveguide is highly 

asymmetrically placed between the contacts. Contacts are enclosed by 0.18 (Im of metal on 

the west, and by 0.14 (Im on the east. The waveguide ends at the edge of the polysilicon 

region. 

160 



1.2.12 0.5,10,[1,10] device 

The entrance waveguide is 0.50 (Im wide and comes straight in to the detector. From the start 

of the waveguide to the start of the detector poly region is 355 |Im, although this will vary 

some with edge polishing. 

The detector itself has a 0.5 Jim wide waveguide, a 10.0 |Llm long poly region, and asymmetric 

contact spacing of 10.0 (Im edge-to-waveguide on the east side and 1.05 |Im on the west side, 

(essentially) matching the label. Metal-1 to metal-1 spacing is 11.23 |Im. Note that the 

waveguide is highly asymmetrically placed between the contacts. Contacts are enclosed by 0.21 

|Im of metal on the west, and by 0.11 |!m on the east. The waveguide ends at the edge of the 

polysilicon region. 

1.2.13 0.5,5,1.6 device 

The entrance waveguide is 0.5 Jim wide at the start and comes straight in to the detector. 

From the start of the waveguide to the start of the detector poly region is 356 Jim, although 

this will vary some with edge polishing. 

The detector itself has a 0.50 |Im wide waveguide, a 5 (Im long poly region, and contact 

spacing of 1.60 Jim edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 1.28 (Im. 

The waveguide is slighdy asymmetrically placed between the contacts, with 0.57 Jim from the 

inner edge of the contact to the edge of the waveguide on the east side, and 0.53 (Im on the 

west side. The waveguide ends at the edge of the polysilicon region. 

1.2.14 0.5,10,0.68 device 

The entrance waveguide is 0.50 (Im wide at the start and comes straight in to the detector. 

From the start of the waveguide to the start of the detector poly region is 360 Jim, although 

this will vary some with edge polishing. 

The detector itself has a 0.50 (Im wide waveguide, a 10 (Im long poly region, and contact 

spacing of 0.68 Jim edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 0.36 (Im. 

The waveguide is symmetrically placed between the contacts, with 0.09 (Im from the inner 
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edge of the contact to the edge of the waveguide on both sides. The waveguide ends at the 

edge of die polysilicon region. 

1.2.15 0.5,10,0.8 device 

The entrance waveguide is 0.50 |im wide at the start and comes straight in to the detector. 

From the start of the waveguide to the start of the detector poly region is 360 Jim, although 

this will vary some widi edge polishing. 

The detector itself has a 0.50 Jim wide waveguide, a 10.0 Jim long poly region, and contact 

spacing of 0.80 |im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 0.48 Jim. 

The waveguide is symmetrically placed between the contacts, with 0.15 Jim from the inner 

edge of the contact to the edge of the waveguide on both sides. The waveguide ends at the 

edge of the polysilicon region. 

1.2.16 0.5,10,0.9 device 

The entrance waveguide is 0.50 Jim wide at the start and comes straight in to the detector. 

From the start of die waveguide to the start of the detector poly region is 360 Jim, although 

this will vary some with edge polishing. 

The detector itself has a 0.50 Jim wide waveguide, a 10.0 Jim long poly region, and contact 

spacing of 0.90 Jim edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 0.58 Jim. 

The waveguide is symmetrically placed between the contacts, wifh 0.20 Jim from die inner 

edge of the contact to the edge of the waveguide on both sides. The waveguide ends at the 

edge of the polysilicon region. 

1.2.17 0.5,10,1.6 device 

The entrance waveguide is 0.50 Jim wide at the start and comes straight in to the detector. 

From the start of the waveguide to the start of the detector poly region is 362 Jim, although 

this will vary some widi edge polishing. 
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The detector itself has a 0.50 |Im wide waveguide, a 10.0 (Im long poly region, and contact 

spacing of 1.60 (Im edge-to-edge, matching die label. Metal-1 to metal-1 spacing is 1.28 |lm. 

The waveguide is almost symmetrically placed between the contacts, with 0.56 (Im from the 

inner edge of the contact to the edge of the waveguide on one side and 0.54 |Im on the other. 

The waveguide ends at the edge of the polysilicon region. 

1.2.18 0.5,5,0.68 device 

The entrance waveguide is 0.50 (Im wide at the start and comes straight in to the detector. 

From the start of the waveguide to the start of the detector poly region is 362 \Xm, although 

this will vary some with edge polishing. 

The detector itself has a 0.50 |Im wide waveguide, a 5.0 (Im long poly region, and contact 

spacing of 0.68 (Im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 0.36 (Im. 

The waveguide is symmetrically placed between the contacts, with 0.09 (Im from the inner 

edge of the contact to the edge of the waveguide on both sides. The waveguide ends at the 

edge of the polysilicon region. 

1.2.19 0.5,5,0.8 device 

This is the easternmost device on the north side of the die. 

The entrance waveguide is 0.50 (Im wide at the start and comes straight in to the detector. 

From the start of the waveguide to the start of the detector poly region is 354 (Im. 

The detector itself has a 0.50 (Im wide waveguide, a 5.0 (Im long poly region, and contact 

spacing of 0.80 (Im edge-to-edge, matching the label. Metal-1 to metal-1 spacing is 0.48 (Im. 

The waveguide is symmetrically placed between the contacts, with 0.15 (Im from the inner 

edge of the contact to the edge of the waveguide on both sides. The waveguide ends at the 

edge of the polysilicon region. 

1.2.20 Summary of all edge-coupled waveguide devices 
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Detector 

WG 
width 

0.5 
2 
0.5 
2 
0.5 
4.03 [4] 
0.5 
4 
0.5 
0.5 
4.0 
0.5 

0.50 
0.5 
0.50 
0.50 
0.50 
0.50 
0.50 

Poly 
length 

10 
5 
5 
10 
5 
5 
5 
10 
10 
40 
10.0 
10.0 

5 
10 
10.0 
10.0 
10.0 
5.0 
5.0 

Contact 
spacing 

2.14 
2.64 
2.14 
2.64 
0.9 
4.67 [4.641 
4.14 
4.64 
4.14 
2.60 
15.0 
11.55 
[11.51 
1.60 
0.68 
0.80 
0.90 
1.60 
0.68 
0.80 

Input 
waveguide 

Width 

0.49 
2 
0.49 
2 
0.50 
4 
0.49 
4 
0.49 
0.5 
4.0 
0.50 

0.5 
0.5 
0.50 
0.50 
0.50 
0.50 
0.50 

Length 

1023 
1026 
1021 
1009 
333 
1011 
1021 
1015 
1019 
328 
357 
355 

356 
360 
360 
360 
362 
362 
354 

U-
bend? 

Y 
Y 
Y 
Y 
N 
Y 
Y 
Y 
Y 
N 
N 
N 

N 
N 
N 
N 
N 
N 
N 

Ml to Ml 
spacing 

1.82 
2.32 
1.82 
2.48 
0.58 
4.35 
3.82 
4.32 
3.82 
1.72 
14.68 
11.23 

1.28 
0.36 
0.48 
0.58 
1.28 
0.36 
0.48 

WG to 
contact 
spacing 
0.66 
0.32 
0.82 
0.32 
0.20 
0.32 
1.82 
0.32 
1.82 
1.07/1.03 
1.0/10.0 
1.05/10.0 

0.57/0.53 
0.09 
0.15 
0.20 
0.56/0.54 
0.09 
0.15 

1.3 Specific MSM detectors 

1.3.1 0.5,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |Xm (EW) x 328.5 |im (NS). Center pad is 80 |Im (EW) by 98 |Llm 

(NS). Poly region is 107.8 |Im (EW) by 100.2 |Llm (NS). Contact spacing is 0.68 Jim (inside 

edge to inside edge). [Note that device label implies 0.50 |J,m contact spacing.] Contacts are 

0.32 |im by 0.32 |J,m. Finger width is 0.64 (Im. Fingers coming from the south extend ~0.35 

|Hm past the edge of the poly. Fingers coming from the north are ~0.09 |Im short of 

extending to the edge of the poly. These values imply finger lengths of 100.1 to 100.2 Jim. 

An artwork error causes the fingers coming south from the outer, U-shaped pad to be ~0.65 

(Im short of reaching the pad. See Figure 3. Oops. (Figure 3 is a screen capture from Visual 

Chip Inspector 2007 by Numerical Innovations.) 
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Figure 3: 0.5, 100 MSM device, showing that the fingers are not connected to the pad. 

1.3.2 1,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 flm (EW) x 328.5 |lm (NS). Center pad is 80 Jim (EW) by 98 (im 

(NS). Poly region is 107.8 |lm (EW) by 100.2 |Im (NS). Contact spacing is 1.00 |Im (inside 

edge to inside edge). Contacts are 0.32 (Im by 0.32 JUm. Finger width is 0.64 |lm. Fingers 

coming from the south are -0.06 |Im short of extending to the edge of the poly. Fingers 

coming from the north are ~0.09 (J,m short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 fim. 
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1.3.3 2,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |Im (EW) x 328.5 |Llm (NS). Center pad is 80 |Im (EW) by 98 |Im 

(NS). Poly region is 107.6 Jim (EW) by 100.2 |Im (NS). Contact spacing is 2.00 |Im (inside 

edge to inside edge). Contacts are 0.32 JLlm by 0.32 |lm. Finger width is 0.64 Jim. Fingers 

coming from the south extend -0.37 Jim past the edge of the poly. Fingers coming from the 

north are —0.09 Jim short of extending to the edge of the poly. These values imply finger 

lengths of 100.1 to 100.2 |lm. 

1.3.4 3,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 |Im (NS). Center pad is 80 Jim (EW) by 98 Jim 

(NS). Poly region is 110.4 |Im (EW) by 100.2 Jim (NS). Contact spacing is 3.00 Jim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south extend —0.37 |Im past the edge of the poly. Fingers coming from the 

north are -0.09 Jim short of extending to the edge of the poly. These values imply finger 

lengths of 100.1 to 100.2 |Im. 

1.3.5 4,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |Im (EW) x 328.5 Jim (NS). Center pad is 80 |Im (EW) by 98 Jim 

(NS). Poly region is 108.8 Jim (EW) by 100.2 Jim (NS). Contact spacing is 4.00 |Im (inside 

edge to inside edge). Contacts are 0.32 |Im by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south extend -0.36 Jim past the edge of the poly. Fingers coming from the 

north are —0.08 Jim short of extending to the edge of the poly. These values imply finger 

lengths of 100.1 to 100.2 Jim. 

1.3.6 5,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 |Im (NS). Center pad is 80 |Im (EW) by 98 Jim 
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(NS). Poly region is 112.6 (im (EW) by 100.2 fim (NS). Contact spacing is 5.00 Jim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 (im. Fingers 

coming from the south are ~0.10 Jim short of extending to the edge of the poly. Fingers 

coming from the north are ~0.09 fim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 to 100.2 fim. 

1.3.7 6,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 [Xm (NS). Center pad is 80 |im (EW) by 98 |Llm 

(NS). Poly region is 108.3 Jim (EW) by 100.2 Jim (NS). Contact spacing is 6.00 fim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south are ~0.06 Jim short of extending to the edge of the poly. Fingers 

coming from the north are ~0.09 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 to 100.2 (Im. 

1.3.8 7,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |lm (EW) x 328.5 |im (NS). Center pad is 80 (im (EW) by 98 (im 

(NS). Poly region is 110.6 (im (EW) by 100.2 fim (NS). Contact spacing is 7.00 (im (inside 

edge to inside edge). Contacts are 0.32 (im by 0.32 fim. Finger width is 0.64 (im. Fingers 

coming from the south are ~0.07 (im short of extending to the edge of the poly. Fingers 

coming from the north are ~0.09 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

1.3.9 8,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 |im (NS). Center pad is 80 (im (EW) by 98 Jim 

(NS). Poly region is 109.0 Jim (EW) by 100.2 (im (NS). Contact spacing is 8.00 Jim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south are ~0.07 Jim short of extending to the edge of the poly. Fingers 
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coming from the north are ~0.09 |Llm short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

1.3.10 9,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 |lm (NS). Center pad is 80 |lm (EW) by 98 |Llm 

(NS). Poly region is 103.4 |!m (EW) by 100.2 |lm (NS). Contact spacing is 9.00 |Im (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south are —0.05 Jim short of extending to the edge of the poly. Fingers 

coming from the north are ~0.10 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

1.3.11 10,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 Jim (NS). Center pad is 80 Jim (EW) by 98 Jim 

(NS). Poly region is 114.4 Jim (EW) by 100.2 Jim (NS). Contact spacing is 10.00 Jim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south are ~0.07 Jim short of extending to the edge of the poly. Fingers 

coming from the north are ~0.09 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

1.3.12 11,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 Jim (NS). Center pad is 80 Jim (EW) by 98 Jim 

(NS). Poly region is 102.7 Jim (EW) by 100.2 Jim (NS). Contact spacing is 11.00 Jim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south are ~0.06 Jim short of extending to the edge of the poly. Fingers 

coming from the north are ~0.10 |Im short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 
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1.3.13 12,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |Im (EW) x 328.5 (Im (NTS). Center pad is 80 |Im (EW) by 98 |Im 

(NS). Poly region is 111.7 |Im (EW) by 100.2 |lm (NS). Contact spacing is 12.00 |Llm (inside 

edge to inside edge). Contacts are 0.32 |Im by 0.32 (Im. Finger width is 0.64 |Im. Fingers 

coming from the south are ~0.06 Jim short of extending to the edge of the poly. Fingers 

coming from the north are ~0.09 (Im short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

An artwork error causes the fingers coming south from the outer, U-shaped pad to be ~1.42 

Jim short of reaching the pad. Oops. See the 0.5,100 device and Figure 3 for a picture of a 

similar situation. 

1.3.14 13,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |Im (EW) x 328.5 jLlm (NS). Center pad is 80 Jim (EW) by 98 (Im 

(NS). Poly region is 94.1 |Im (EW) by 100.2 |Hm (NS). Contact spacing is 13.00 Jim (inside 

edge to inside edge). Contacts are 0.32 |Im by 0.32 Jim. Finger width is 0.64 |Im. Fingers 

coming from the south are ~0.07 |Im short of extending to the edge of the poly. Fingers 

coming from the north are ~~0.10 (Im short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 (Im. 

1.3.15 14,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 (Im (EW) x 328.5 (im (NS). Center pad is 80 (Im (EW) by 98 (Im 

(NS). Poly region is 101.1 (Im (EW) by 100.2 (Im (NS). Contact spacing is 14.00 (Im (inside 

edge to inside edge). Contacts are 0.32 (Im by 0.32 (Im. Finger width is 0.64 Jim. Fingers 

coming from the south are ~0.05 Jim short of extending to the edge of the poly. Fingers 

coming from the north are ~0.10 (Im short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 
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1.3.16 15,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |lm (EW) x 328.5 |lm (NS). Center pad is 80 |lm (EW) by 98 |lm 

(NS). Poly region is 108.1 |lm (EW) by 100.2 Jim (NS). Contact spacing is 15.00 |lm (inside 

edge to inside edge). Contacts are 0.32 |lm by 0.32 Jim. Finger width is 0.64 |lm. Fingers 

coming from the south are —0.06 Jim short of extending to the edge of the poly. Fingers 

coming from the north are —0.10 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

1.3.17 20,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 Jim (NS). Center pad is 80 Jim (EW) by 98 Jim 

(NS). Poly region is 102.5 Jim (EW) by 100.2 |Im (NS). Contact spacing is 20.00 Jim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south are -0.07 Jim short of extending to the edge of the poly. Fingers 

coming from the north are —0.10 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

An artwork error causes the fingers coming south from the outer, U-shaped pad to be -0.07 

Jim short of reaching the pad. Oops. Since this is smaller than the process's minimum feature 

size, the gap may or may not result in an open circuit on the wafer. See the 0.5,100 device and 

Figure 3 for a picture of a similar situation. 

1.3.18 25,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |Im (EW) x 328.5 |Im (NS). Center pad is 80 Jim (EW) by 98 Jim 

(NS). Poly region is 102.2 Jim (EW) by 100.2 |Im (NS). Contact spacing is 25.00 Jim (inside 

edge to inside edge). Contacts are 0.32 |Im by 0.32 Jim. Finger width is 0.64 Jim. Fingers 

coming from the south are —0.06 Jim short of extending to the edge of the poly. Fingers 
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coming from the north are ~0.09 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

An artwork error causes the fingers coming south from the outer, U-shaped pad to be ~0.18 

(1m short of reaching the pad. Oops. Since this is smaller than the process's minimum feature 

size, the gap may or may not result in an open circuit on the wafer. See the 0.5,100 device and 

Figure 3 for a picture of a similar situation. 

1.3.19 30,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 |Im (EW) x 328.5 Jim (NS). Center pad is 80 |lm (EW) by 98 |lm 

(NS). Poly region is 91.9 urn (EW) by 100.2 |Im (NS). Contact spacing is 30.00 |Im (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 |Im. Fingers 

coming from the south are ~0.07 |Im short of extending to the edge of the poly. Fingers 

coming from the north are ~0.10 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

1.3.20 35,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 |Im (NS). Center pad is 80 |Im (EW) by 98 |Im 

(NS). Poly region is 106.8 Jim (EW) by 100.2 Jim (NS). Contact spacing is 35.00 Jim (inside 

edge to inside edge). Contacts are 0.32 Jim by 0.32 Jim. Finger width is 0.64 |Im. Fingers 

coming from the south are -0.09 |Im short of extending to the edge of the poly. Fingers 

coming from the north are —0.10 Jim short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

1.3.21 40,100 device 

Pads are compatible with GSG probing, which should be done from the north or south. 

Overall pad size is 396.5 Jim (EW) x 328.5 Jim (NS). Center pad is 80 |Im (EW) by 98 |Im 

(NS). Poly region is 121.8 |Im (EW) by 100.2 Jim (NS). Contact spacing is 40.00 Jim (inside 
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edge to inside edge). Contacts are 0.32 \Xm by 0.32 |Um. Finger width is 0.64 |Im. Fingers 

coming from the south are ~0.06 jJm short of extending to the edge of the poly. Fingers 

coming from the north are ~0.09 |im short of extending to the edge of the poly. These values 

imply finger lengths of 100.1 Jim. 

2 H-tree Structures and Detectors 

Many of the H-trees arms have two or more detectors in series which appear to be identical. 

If a quick inspection at a relatively high level indicated that all of the series detectors in an arm 

were identical, I assumed they were identical, and only examined one. 

Device terminology for H-tree detectors matches that used for the edge-coupled waveguide 

detectors. Specifically, a device identified as X, Y, Z has a waveguide that is X (Im wide, a 

polysilicon detector that is Y |Im long, and a contact-edge-to-contact-edge spacing of Z (1m. 

"Oddities" about the detectors are noted where they have been observed in the artwork. 

However, it is almost certain that I missed some oddities. 

Directions (e.g. NE) are defined by a "North" arrow that is on the die, about 900|Im in from 

the entrance to the large H-tree. 

2.1 Small H-trees 

2.1.1 Upper small H-tree 

This is the H-tree that is in the northwest corner of the die, as defined by the "North" arrow 

on the die. 

The entrance waveguide is 4|J,m at the start, tapering to 2|_lm just before the first split. The 

waveguides after the split are also 2|lm, and remain 2|lm through the second split. After the 

second split, the waveguides taper down to 0.5|Llm. (I'm assuming all four arms are like the 

one I examined. A quick check indicates that this is the case.) 
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The radius of curvature of the first bend appears to be 50|Im. The radius of curvature of the 

upper second bend appears to also be 50(Im, while the radius of curvature of the lower second 

bend appears to be 25|im. 

From the entrance to the start of the first bend is 1264.5|Im, although some of this will be 

removed during the edge-polish process. From die end of the first bend to the start of the 

second bend is 468.1(Im. From the end of the second bend to the start of the detector is 

242.0flm. (It's a little iffy deciding where a bend starts and stops, so these dimensions might 

be off by a micron or so.) 

The H-tree has four sets of detectors, one at the end of each arm. The detector pads are not 

suitable for a high-speed GSG probe, only for two needle probes. Pads are lOOjlm by lOOjlm, 

and are probably best probed from the east or west. 

The detector in the upper right corner is equivalent to eleven (11) 0.5, 2, 1.14 detectors in 

series along the waveguide. Metal-1 to metal-1 spacing over the waveguide is 0.80|J,m. 

The detector in the upper left corner is equivalent to eleven (11) 0.5, 5, 1.14 detectors in series 

along the waveguide. Metal-1 to metal-1 spacing over the waveguide is 0.80|J,m. 

The detector in the lower left corner is equivalent to eleven (11) 0.5, 3, 1.14 detectors in series 

along the waveguide. Metal-1 to metal-1 spacing over the waveguide is 0.80|Im. 

The detector in the lower right corner is equivalent to eleven (11) 0.5, 4, 1.14 detectors in series 

along the waveguide. Metal-1 to metal-1 spacing over the waveguide is 0.80|im. 

There are no "scatter monitor" structures on this H-tree. 

2.1.2 Lower small H-tree 

This is the H-tree that is in the southwest corner of the region of the die enclosed by the 

waveguide bend structures. 
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The entrance waveguide is 4u\m at the start, and remains 4|Im until the first split. After the 

first split the waveguides are 2|J,m wide, but begin tapering as soon as the split bend ends, 

eventually going to 0.5|im wide. The waveguide then begins expanding, and reaches 2)J,m at 

the entrance to the second split. The waveguides stay 2|Im through the split, but begin 

tapering again as soon as the second split bend ends, eventually down to 0.5|Im again. (I'm 

assuming all four arms are like the one I examined. A quick check indicates that this is the 

case.) 

The radius of curvature of the first bend appears to be 100|Im. The radius of curvature of the 

both of the second bends also appears to be 100|!m. 

From the entrance to the start of the first bend is 1215.7Lim, although some of this will be 

removed during the edge-polish process. From the end of the first bend to the start of the 

second bend is 366.5|Im. From the end of the second bend to the start of the detector is 

218.6|J,m. (It's a litde iffy deciding where a bend starts and stops, so these dimensions might be 

off by a micron or so.) 

The H-tree, like the upper small H-tree, has four sets of detectors. Again, the detector pads are 

not suitable for a high-speed GSG probe, only for two needle probes. Pads are lOOjlm by 

100)Im, and a probably best probed from the east or west. 

The detector in the upper right corner is a single 0.5, 50, 1.14 detector. Note: The waveguide 

is 0.50|Im at the start, but 0.49)J,m at the end. Metal-1 to metal-1 spacing over the waveguide 

is 0.80|^m. 

The detector in the upper left corner is a single 0.5, 50, 1.14 detector. Note: The waveguide is 

0.50|Im at the start, but 0.49)lm at the end. Metal-1 to metal-1 spacing over the waveguide is 

0.80|J,m. Note: This detector is identical to the upper right detector. 
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The detector in the lower left corner is a single 0.5, 50, 1.14 detector. Note: The waveguide is 

0.50|!m at the start, but 0.49|J,m at the end. Metal-1 to metal-1 spacing over the waveguide is 

0.80|Ltm. Note: This detector is identical to the upper right detector. 

The detector in the lower right corner is effectively dead, due to what appears to be a layout 

error. There is a 4.24|_lm gap in the waveguide 2.65fXm after the waveguide crosses the poly 

detector region. Except for this, the detector appears identical to the other three detectors in 

the H-tree. 

There are no "scatter monitor" structures on this H-tree. 

2.1.3 Bottom left small H-tree 

This is the H-tree that is at the far southern edge of the die, on the left side of the die's 

centerline. 

The entrance waveguide is 4|Llm at the start, and remains 4|J,m until the first split. After the 

first split the waveguides are 2jJ,m wide, but begin tapering as soon as the split bend ends, 

eventually going to 0.5)J,m wide. The waveguide then begins expanding, and reaches 2|Xm at 

the entrance to the second split. The waveguide behavior varies from left half to right half 

after the second split. On the left side, the arms stay 2jim through the split, but begin tapering 

again as soon as the second split bend ends, eventually down to 0.5|Im again. On the right 

side, the arms stay 2(Im through the split, but do not taper, remaining 2\im wide all the way to 

the detector. 

The radius of curvature of the first bend appears to be 100|J,m. The radius of curvature of the 

both of the second bends also appears to be 100|Im. 

From the entrance to the start of the first bend is 835.9jJ,m, although some of this will be 

removed during the edge-polish process. From the end of the first bend to the start of the 

second bend is 366.1 \Xxn. From the end of the second bend to the start of the detector is 
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218.6flm. (It's a little iffy deciding where a bend starts and stops, so these dimensions might be 

off by a micron or so.) 

The H-tree, like the upper and lower small H-trees, has four sets of detectors. Again, the 

detector pads are not suitable for a high-speed GSG probe, only for two needle probes. Pads 

are 100|im by lOOjJrn, and are probably best probed from the north or south. 

The detector in the upper right corner is labeled as a single 2,50,2.97 detector, and this appears 

to be accurate. Metal-1 to metal-1 spacing over the waveguide is 2.63[lm. 

The detector in the lower right corner is labeled as a single 2,50,3.44 detector, and this appears 

to be accurate. Metal-1 to metal-1 spacing over the waveguide is 3.10(lm. 

The detector in the upper left corner is labeled as a single 0.5,50,1.64 detector, and this appears 

to be accurate. Metal-1 to metal-1 spacing over the waveguide is 1.30|im. 

The detector in the lower left corner is labeled as a single 0.5,50,1.14 detector, and this appears 

to be accurate. Metal-1 to metal-1 spacing over the waveguide is 0.80|Im. 

There are no "scatter monitor" structures on this H-tree. 

2.1.4 Bottom right small H-tree 

This is the H-tree that is at the far southern edge of the die, on the right side of the die's 

centerline. 

The entrance waveguide is 2)J,m at the start, and tapers to l(Im at the first split. After the first 

split the waveguides are 0.5flm wide, and remain 0.5|Im wide to the second split. After the 

second split, the waveguides are 0.25|im wide, and remain 0.25|Llm through the split bend and 

all the way to the detector. Note that 0.35|!m is the minimum feature size in the process, so 

0.25|Im is sub-minimum geometry. 
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The radius of curvature of the first split is labeled as 10|J,m, but it appears to be closer to 13|J.m 

on the outside of the bend. The second split is also labeled as 10(Im, but also appears to be 

closer to 13|lm on the outside of the bend. 

From the entrance to the start of the first bend is 877.9jJ,m, although some of this will be 

removed during the edge-polish process. From the end of the first bend to the start of the 

second bend is 517.6|i.m. From the end of the second bend to the start of the detector is 

329.9jJ,m. (It's a litde iffy deciding where a bend starts and stops, so these dimensions might be 

off by a micron or so.) 

This H-tree, like the other three H-trees, has four sets of detectors. As with the other small H-

trees, the detector pads are not suitable for a high-speed GSG probe, only for two needle 

probes. Pads are lOOjIm by 100|lm, and are probably best probed from the north or south. 

All four detectors in this H-tree are identical, a single 0.25,50,0.89 device. Note: The 

waveguide is 0.25j!m at the start, but 0.24flm at the end. Metal-1 to metal-1 spacing over the 

waveguide is 0.55|Im. 

There are no "scatter monitor" structures on tFiis H-tree. 

2.1.5 Southwest small H-tree 

This is the H-tree that is in the southwest corner of the die, facing west. 

The entrance waveguide is 4)J,m at the start, and remains 4|Im until the first split. After the 

first split, the waveguides are 2)J,m wide through the second split. After the second split, the 

waveguides tapers to 0.50|J,m at the detector. 

The radius of curvature of the first split appears to be 100|J,m. The radius of curvature of the 

second split also appears to be 100|Llm. 

From the entrance to the start of the first bend is 947.2|J,m, although some of this will be 

removed during the edge-polish process. From the end of the first bend to the start of the 
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second bend is 366.7|Im. From the end of the second bend to die start of the detector is 

218.6(lm. (It's a litde iffy deciding where a bend starts and stops, so these dimensions might be 

off by a micron or so.) 

There is a single detector in each corner of the H-tree. All four detectors are identical: a single 

0.5,50,1-14 device. (Note: The waveguide is 0.50|Llm at the start and in the middle, but 0.49(Im 

at the end.) Metal-1 to metal-1 spacing is 0.80|0,m. The single detector pad is 100|J,m by 

100|lm, and is not suitable for probing with a high-speed GSG probe. It's also not obvious 

how to probe the device with needle probes, as there is only the one pad, in metal-1. The 

other side of the detector appears to go through some FETs and other circuitry. 

The upper right and lower left detectors are labeled REPLICA BAIS (sic). 

The upper left and lower right detectors are labeled BIG L. Unfortunately, the lower right 

detector is effectively dead, due to a 4.24|Xm break in the waveguide 2.65(Im after the 

waveguide crosses the poly 

There are no "scatter monitor" structures on this H-tree. 

2.2 Large H-tree 

The large H-tree is divided into quadrants (NE, NW, SW, SE), and then each quadrant is 

further subdivided into quadrants (A, B, C, D). (There is a "North" arrow about 900(Im from 

the start of the large H-tree.) 

• The A sub-quadrant is in the NE corner of the quadrant. 

• The B sub-quadrant is in the NW corner of the quadrant. 

• The C sub-quadrant is in the SW corner of the quadrant. 

• The D sub-quadrant is in the SE corner of the quadrant. 

Some of the sub-quadrants are not labeled. (NE C, NW B, SW C, SE D) 
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Again, if repeated detectors appear identical at first glance, I assume they are identical and only 

examine and measure one. 

The entrance to the large waveguide is 7.97|iLm wide, and gradually expands to 8.0(J,m at the 

first split. After the split, the waveguide is 4|Im wide, and stays 4(im wide until the second 

split. After the second split, the waveguide is 2|Im wide, and remain 2|Im wide until the third 

split. After the third split, the waveguide is lfim wide. (Note: The straight waveguide is very 

slightly, ~0.001jJ,m, offset from the waveguide bend coming out of the third split. As a 

practical matter, this will have no effect.) The waveguide remains l|Im wide until the fourth 

split. After the fourth split, the waveguide is 0.5)lm wide, and remains 0.5|!m wide until the 

detector. 

The radius of curvature of all the bends in the large H-tree appears to be 100|Im. 

From the entrance to the start of the first bend is 3449. l|lm, although some of this will be 

removed during the edge-polish process. From the end of the first bend to the start of the 

second bend is 1501.3|Im. From the end of the second bend to the start of the third bend is 

1500.6|Im. From the end of the third bend to the start of the fourth bend is 670.6jlm. From 

the end of the fourth bend to the detector is 585.1(Im. (It's a litde iffy deciding where a bend 

starts and stops, so these dimensions might be off by a micron or so.) 

"Scatter monitor" structures exist at the first split and all subsequent splits of the large H-tree. 

"Scatter monitor" structures also exist along all large H-tree arms except the input arm. On 

the second arm of the H-tree (between the first and second split), two "scatter monitor" 

structures are place at roughly 1/3 and 2/3 of the arm length. On the two southern third arms 

of the H-tree (between the second and third splits), a single "scatter monitor" structure is 

placed slightly more than half-way along the arm. On the north-eastern third arm of the H-

tree, two "scatter monitor" structures are placed at roughly 1/3 and 2/3 of the arm length. 

On the north-western third arm, a single "scatter monitor" structure is placed roughly half-way 

down the arm. The "scatter monitor" detectors up to the second split are tested with GSG 
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probes. From the second split and up to the third split, the "scatter monitors" in the south are 

tested with GSG probes while in the north they're tested with needle probes. 

In the table below, the scatter monitor's detector's perpendicular direction is that which is 

perpendicular to the adjacent (or incoming, in the case of detectors at splits) waveguide, while 

the parallel direction is that which is parallel to the adjacent waveguide. "E / W" and "EW" 

mean "East / West", while "N / S" and "NS" mean "North / South". "GSG" means 

Ground-Signal-Ground type probe pads, while "needle" means needle-style probe pads. GSG 

pads can be probed with needle-style probes, but needle-style pads cannot be probed with 

GSG probes. GSG pads, when probed with GSG probes, must be tested from the indicated 

direction. When probing either GSG pads or needle pads with needle probes, testing can 

generally be done from any direction. ("D / C" = "Don't Care") This includes both needle 

probes coming from the same direction, if care is taken. When appropriate, typically for 

"parallel" and "closest" values, dimensions are measured from the inside edge of the contacts. 

For detectors at splits, the closest part of the detector is that reached by proceeding straight 

from the split. For detectors not at splits, the distance from the waveguide is the 

perpendicular distance from the polysilicon detector region to the waveguide. Some detectors 

are interdigitated finger structures, and some of those have the fingers parallel to the adjacent 

waveguide while others have the fingers perpendicular to the adjacent waveguide. Reference 

numbers in the table are to Figure 4 The scatter monitor detectors with the bias voltage 

running perpendicular to the waveguide are unlike to be useful, as any photons scattered out of 

the waveguide will probably be absorbed in a region which has little or no field. A lack of a 

field to separate the electron and hole once the EHP is created will probably lead to their quick 

recombination. 
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ID 

1 

2 

3 

4 

5 

6 

Pad 
probe 
style 

GSG 

GSG 

GSG 

GSG 

GSG 

GSG 

Test 
from? 

E / 
W 

E / 
W 

E / 
W 

E / 
W 

E / 
W 

N / S 

Detector size 

(Jim) 
Perp. 
21.1 
(NS) 

10.0 
(EW) 

10.0 
(EW) 

10.0 
(EW) 

10.0 
(EW) 

21.1 
(EW) 

Parall. 
10.0 
(EW) 

21.1 
(NS) 

21.1 
(NS) 

21.1 
(NS) 

21.1 
(NS) 

10.0 
(NS) 

Comment 

Contacts are 0.32 |Im by 0.32 |im and are at NS. 
Center of detector is offset ~9.1 Jim north of the 
center of the 1st split. Closest part of detector is 93.4 
|Im from 1st split. Closest part of waveguide is 24.0 
(Im from detector. Polysi region is 10.0 Jim (EW) by 
22.3 (Im (NS). Long axis of detector is perpendicular 
to incoming waveguide. 

Contacts are 0.32 (Im by 0.32 |Im and are at NS. 
Detector is 8.7 |Im from waveguide and starts 625 |Im 
south of 1st split. Polysi region is 10.0 Jim (EW) by 
22.3 (Im (NS). Long axis of detector is parallel to 
waveguide. 

Contacts are 0.32 (Im by 0.32 |Im and are at NS. 
Detector is 8.7 (Im from waveguide and starts 1241 
(Im south of 1st split. Polysi region is 10.0 (Im (EW) 
by 22.3 (Im (NS). Long axis of detector is parallel to 
waveguide. 

Contacts are 0.32 (Im by 0.32 (Im and are at NS. 
Detector is 8.7 (Im from waveguide and starts 664 Jim 
north of 1st split. Polysi region is 10.0 Jim (EW) by 
22.3 Jim (NS). Long axis of detector is parallel to 
waveguide. 

Contacts are 0.32 (Im by 0.32 (Im and are at NS. 
Detector is 8.7 Jim from waveguide and starts 1297 
Jim north of 1st split. Polysi region is 10.0 Jim (EW) 
by 22.3 (Im (NS). Long axis of detector is parallel to 
waveguide. 

Contacts are 0.32 Jim by 0.32 (Im and are at EW. 
Center of detector is offset ~4.0 mm west of the 
center of the 2nd split. Closest part of detector is 77.3 
Jim from 2nd split. Closest part of waveguide is 15.8 
Jim from detector. Polysi region is 10.0 Jim (NS) by 
22.3 Jim (EW). Long axis of detector is perpendicular 
to incoming waveguide. 
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ID 

7 

8 

9 

10 

11 

12 

13 

Pad 
probe 
style 

GSG 

GSG 

needle 

needle 

needle 

needle 

needle 

Test 
from? 

N / S 

N / S 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

Detector size 

(Lim) 
Perp. 
10.0 
(NS) 

10.0 
(NS) 

1.14 
(EW) 

10.0 
(NS) 

10.0 
(NS) 

10.0 
(NS) 

1.14 
(NS) 

Parall. 
21.1 
(EW) 

21.1 
(EW) 

10.0 
(NS) 

1.14 
(EW) 

1.14 
(EW) 

1.14 
(EW) 

10.0 
(EW) 

Comment 

Contacts are 0.32 Jim by 0.32 (Llm and are at EW. 
Detector is 5.6 (Xm from waveguide and starts 1003 
|Im east of 2nd split. Polysi region is 10.0 |Im (NS) by 
22.3 |Im (EW). Long axis of detector is parallel to 
waveguide. 

Contacts are 0.32 |Im by 0.32 (Im and are at EW. 
Detector is 5.6 (Im from waveguide and starts 1141 
(Im west of 2nd split. Polysi region is 10.0 (Im (NS) by 
22.3 (Im (EW). Long axis of detector is parallel to 
waveguide. 

Contacts are 0.32 (Im by 0.32 (Im and are at EW. 
Center of detector is offset —4.5 (Im east of the center 
of the 2nd split. Closest part of detector is —85.4 |Im 
from 2nd split. Closest part of waveguide is -28.2 (Im 
from detector. Polysi region is 10.0 (Im (NS) by 2.32 
(Im (EW). Short axis of detector is perpendicular to 
incoming waveguide. 

Contacts are 0.32 |Im by 0.32 (Im and are at EW. 
Detector is 13.2 (Im from waveguide and starts 597 
(Im east of 2nd split. Polysi region is 10.0 (Im (NS) by 
2.32 (Im (EW). Short axis of detector is parallel to 
waveguide. 

Contacts are 0.32 (Im by 0.32 (Im and are at EW. 
Detector is 13.2 Jim from waveguide and starts 1045 
Jim east of 2nd split. Polysi region is 10.0 (Im (NS) by 
2.32 (Im (EW). Short axis of detector is parallel to 
waveguide. 

Contacts are 0.32 Jim by 0.32 Jim and are at EW. 
Detector is 13.2 (Im from waveguide and starts 1006 
|lm west of 2nd split. Polysi region is 10.0 (Im (NS) by 
2.32 Jim (EW). Short axis of detector is parallel to 
waveguide. 

Contacts are 0.32 (Im by 0.32 Jim and are at NS. 
Center of detector is offset —2.8 (Im north of center 
of 3rd split. Closest part of detector is -84.0 mm from 
3rd split. Closest part of waveguide is —28.5 Jim from 
detector. Polysi region is 10.0 Jim (EW) by 2.32 (Im 
(NS). Short axis of detector is perpendicular to 
incoming waveguide. 
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ID 

14 

15 

16 

17 

18 

19 

20 

Pad 
probe 
style 

needle 

needle 

needle 

needle 

needle 

needle 

needle 

Test 
from? 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

Detector size 

Qlm) 
Perp. 
10.0 
(NS) 

10.0 
(NS) 

1.14 
(EW) 

10.0 
(NS) 

10.0 
(NS) 

1.14 
(EW) 

10.0 
(NS) 

Parall. 
1.14 
(NS) 

1.14 
(NS) 

10.0 
(NS) 

1.14 
(EW) 

1.14 
(EW) 

10.0 
(NS) 

1.14 
(EW) 

Comment 

Contacts are 0.32 |Im by 0.32 Jim and are at NS. 
Detector is 6.0 |Im from waveguide and starts 449 Jim 
south of 3rd split. Polysi region is 10.0 |!m (EW) by 
2.32 Jim (NS). Short axis of detector is parallel to 
waveguide. 

Contacts are 0.32 Jim by 0.32 Jim and are at NS. 
Detector is 6.0 Jim from waveguide and starts 485 |Llm 
north of 3rd split. Polysi region is 10.0 Jim (EW) by 
2.32 |Im (NS). Short axis of detector is parallel to 
waveguide. 

Contacts are 0.32 |Im by 0.32 Jim and are at EW. 
Center of detector is offset —3.6 |Im east of center of 
4th split. Closest part of detector is -83.8 Jim from 4th 

split. Closest part of waveguide is ~27.7 Jim from 
detector. Polysi region is 2.32 Jim (EW) by 10.0 Jim 
(NS). Short axis of detector is perpendicular to 
incoming waveguide. 

Contacts are 0.32 Jim by 0.32 Jim and are at EW. 
Detector is 3.9 |Im from waveguide and starts 448 Jim 
east of 4th split. Polysi region is 2.32 Jim (EW) by 10.0 
Jim (NS). Short axis of detector is parallel to 
waveguide. 

Contacts are 0.32 Jim by 0.32 Jim and are at EW. 
Detector is 3.9 Jim from waveguide and starts 474 Jim 
west of 4* split. Polysi region is 2.32 Jim (EW) by 
10.0 Jim (NS). Short axis of detector is parallel to 
waveguide. 

Contacts are 0.32 Jim by 0.32 Jim and are at EW. 
Center of detector is offset —4.2 Jim east of center of 
4* split. Closest part of detector is -79.4 Jim from 4th 

split. Closest part of waveguide is —24.5 Jim from 
detector. Polysi region is 2.32 Jim (EW) by 10.0 Jim 
(NS). Short axis of detector is perpendicular to 
incoming waveguide. 

Contacts are 0.32 Jim by 0.32 Jim and are at EW. 
Detector is 3.4 Jim from waveguide and starts 448 Jim 
east of 4th split. Polysi region is 2.32 Jim (EW) by 10.0 
[Im (NS). Short axis of detector is parallel to 
waveguide. 
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ID 

21 

22 

23 

24 

Pad 
probe 
style 

needle 

needle 

needle 

needle 

Test 
from? 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

Detector size 

(Jim) 
Perp. 
10.0 
(NS) 

12.3 
(NS) 

12.8 
(EW) 

12.8 
(EW) 

Parall. 
1.14 
(EW) 

12.8 
(EW) 

12.3 
(NS) 

12.3 
(NS) 

Comment 

Contacts are 0.32 |lm by 0.32 flm and are at EW. 
Detector is 3.4 (Im from waveguide and starts 366 |Im 
west of 4* split. Polysi region is 2.32 |Llm (EW) by 
10.0 |Im (NS). Short axis of detector is parallel to 
waveguide. 
Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 |lm by 0.32 |Im. Finger spacing 1.00 to 1.05 
|Im (contact edge to contact edge), finger width 0.81 
to 0.90 (Im, finger length over detector 12.0 (Im. 
Center of detector is offset ~7.0 |Im north of center 
of 3rd split. Closest part of detector is ~76.1 (Im from 
split. Polysi region is 12.8 (Im (EW) by 12.3 JUm (NS). 
Long axis of detector is perpendicular to incoming 
waveguide. Poly edge to closest contact edge is 1.56 
|Im(EW). 
Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 (im by 0.32 (Im. Finger spacing 1.00 to 1.05 
(Im (contact edge to contact edge), finger width 0.81 
to 0.90 (Im, finger length over detector 12.0 |Im. 
Detector is 9.7 |Im from waveguide and starts 273 (Im 
south of 3ld split. Polysi region is 12.8 \lm (EW) by 
12.3 (Im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
^m(EW). 
Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 |Im by 0.32 (Im. Finger spacing 1.00 to 1.05 
flm (contact edge to contact edge), finger width 0.81 
to 0.90 (Im, finger length over detector 12.0 (Im. 
Detector is 9.7 |Im from waveguide and starts 585 (Im 
south of 3rd split. Polysi region is 12.8 (Im (EW) by 
12.3 (Im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|Im(EW). 
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ID 

25 

26 

27 

Pad 
probe 
style 

needle 

needle 

needle 

Test 
from? 

D / 
C 

D / 
C 

D / 
C 

Detector size 

(Mm) 
Perp. 
12.8 
(EW) 

12.8 
(EW) 

12.3 
(EW) 

Parall. 
12.3 
(NS) 

12.3 
(NS) 

12.8 
(NS) 

Comment 

Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 jam by 0.32 Lim. Finger spacing 1.00 to 1.05 
jlm (contact edge to contact edge), finger width 0.81 
to 0.90 |!m, finger length over detector 12.0 jlm. 
Detector is 9.7 JJm from waveguide and starts 271 jlm 
north of 3rd split. Polysi region is 12.8 |!m (EW) by 
12.3 JLlm (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|Im(EW). 

Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 |Hm by 0.32 |Hm. Finger spacing 1.00 to 1.05 
JJm (contact edge to contact edge), finger width 0.81 
to 0.90 Jim, finger length over detector 12.0 |Jm. 
Detector is 9.7 Jim from waveguide and starts 637 flm 
north of 3rd split. Polysi region is 12.8 (J,m (EW) by 
12.3 |Jm (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
\±m(EW). 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 |im by 0.32 |Im. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.81 
to 0.90 |lm, finger length over detector 12.0 Jim. 
Center of detector is offset ~4.5 |!m east of center of 
4th split. Closest part of detector is -80.6 |im from 
split. Polysi region is 12.3 |lm (EW) by 12.8 |lm (NS). 
Short axis of detector is perpendicular to incoming 
waveguide. Poly edge to closest contact edge is 1.58 
|lm (NS). 
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ID 

28 

29 

30 

31 

Pad 
probe 
style 

needle 

needle 

needle 

needle 

Test 
from? 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

Detector size 
(Jim) 
Perp. 
12.8 
(NS) 

12.8 
(NS) 

12.8 
(NS) 

12.3 
(EW) 

Parall. 
12.3 
(EW) 

12.3 
(EW) 

12.3 
(EW) 

12.8 
(NS) 

Comment 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 |Im by 0.32 Jim. Finger spacing 1.00 to 1.05 
|Im (contact edge to contact edge), finger width 0.81 
to 0.90 |Im, finger length over detector 12.0 Jim. 
Detector is 6.7 |lm from waveguide and starts 320 Jim 
east of 4* split. Polysi region is 12.3 Jim (EW) by 12.8 
|Im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
Jim (NS). 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 |Im by 0.32 Jim. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.81 
to 0.90 Jim, finger length over detector 12.0 Jim. 
Detector is 6.7 Jim from waveguide and starts 620 Jim 
east of 4* split. Polysi region is 12.3 Jim (EW) by 12.8 
Jim (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|lm (NS). 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 |Im by 0.32 Jim. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.81 
to 0.90 Jim, finger length over detector 12.0 Jim. 
Detector is 6.6 Jim from waveguide and starts 367 Jim 
west of 4* split. Polysi region is 12.3 Jim (EW) by 
12.8 Jim (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
Jim (NS). 
Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 Jim by 0.32 Jim. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.81 
to 0.90 Jim, finger length over detector 12.0 Jim. 
Center of detector is offset ~0.5 Jim W of center of 4th 

split. Closest part of detector is ~83.6 |Im from split. 
Polysi region is 12.3 Jim (EW) by 12.8 Jim (NS). Short 
axis of detector is perp. to incoming waveguide. Poly 
edge to closest contact edge is 1.58 Jim (NS). 
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ID 

32 

33 

34 

35 

Pad 
probe 
style 

needle 

needle 

needle 

needle 

Test 
from? 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

Detector size 
(Jim) 
Perp. 
12.8 
(NS) 

12.8 
(NS) 

12.8 
(NS) 

12.3 
(EW) 

Parall. 
12.3 
(EW) 

12.3 
(EW) 

12.3 
(EW) 

12.8 
(NS) 

Comment 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 |Im by 0.32 Jim. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.81 
to 0.90 |Im, finger length over detector 12.0 Jim. 
Detector is 3.5 Jim from waveguide and starts 463 Jim 
east of 4* split. Polysi region is 12.3 Jim (EW) by 12.8 
|Im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|lm (NS). 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 Jim by 0.32 |Im. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.81 
to 0.90 Jim, finger length over detector 12.0 Jim. 
Detector is 3.5 Jim from waveguide and starts 389 |Im 
west of 4th split. Polysi region is 12.3 Jim (EW) by 12.8 
Jim (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
Jim (NS). 
Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 Jim by 0.32 |Im. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.64 
Jim, finger length over detector 12.0 Jim. Center of 
detector is offset ~4.4 Jim north of center of 3rd split. 
Closest part of detector is —111 Jim from split. Polysi 
region is 12.3 |Im (EW) by 12.8 Jim (NS). Long axis 
of detector is perpendicular to incoming waveguide. 
Poly edge to closest contact edge is 1.03 Jim (NS). 
Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 Jim by 0.32 Jim. Finger spacing 1.00 to 1.05 
|Im (contact edge to contact edge), finger width 0.64 
Jim, finger length over detector 12.0 Jim. Detector is 
11.2 Jim from waveguide and starts 417 Jim south of 
3rd split. Polysi region is 12.3 Jim (EW) by 12.8 Jim 
(NS). Long axis of detector is parallel to waveguide. 
Poly edge to closest contact edge is 1.03 Jim (EW). 
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ID 

36 

37 

38 

39 

Pad 
probe 
style 

needle 

needle 

needle 

needle 

Test 
from? 

D / 
C 

D / 
C 

D / 
C 

D / 
C 

Detector size 

(|im) 
Perp. 
12.3 
(EW) 

12.8 
(EW) 

12.3 
(NS) 

12.3 
(NS) 

Parall. 
12.8 
(NS) 

12.3 
(NS) 

12.8 
(EW) 

12.8 
(EW) 

Comment 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 Jim by 0.32 |im. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.64 
(im, finger length over detector 12.0 Jim. Detector is 
11.2 Jim from waveguide and starts 526 Jim north of 
3rd split. Polysi region is 12.3 |im (EW) by 12.8 Jim 
(NS). Long axis of detector is parallel to waveguide. 
Poly edge to closest contact edge is 1.03 Jim (EW). 

Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 |im by 0.32 Jim. Finger spacing 1.00 to 1.05 
|im (contact edge to contact edge), finger width 0.64 
|!m, finger length over detector 12.0 |im. Center of 
detector is offset ~3.9 (im east of center of 4* split. 
Closest part of detector is -111 (im from split. Polysi 
region is 12.8 |im (EW) by 12.3 (im (NS). Long axis 
of detector is perpendicular to incoming waveguide. 
Poly edge to closest contact edge is 1.03 (im (NS). 

Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 (im by 0.32 Jim. Finger spacing 1.00 to 1.05 
(im (contact edge to contact edge), finger width 0.64 
(im, finger length over detector 12.0 (im. Detector is 
11.1 (im from waveguide and starts 512 (im east of 4* 
split Polysi region is 12.8 Jim (EW) by 12.3 |Llm (NS). 
Long axis of detector is parallel to waveguide. Poly 
edge to closest contact edge is 1.03 Jim (EW). 
Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 |im by 0.32 Jim. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.64 
(im, finger length over detector 12.0 (im. Detector is 
11.1 (im from waveguide and starts 361 (im west of 4th 

split. Polysi region is 12.8 (im (EW) by 12.3 (im (NS). 
Long axis of detector is parallel to waveguide. Poly 
edge to closest contact edge is 1.03 Jim (NS). 
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ID 

40 

41 

42 

Pad 
probe 
style 

needle 

needle 

GSG 

Test 
from? 

D / 
C 

D / 
C 

E / 
W 

Detector size 
fllm) 
Perp. 
12.8 
(EW) 

12.3 
(NS) 

12.3 
(NS) 

Parall. 
12.3 
(NS) 

12.8 
(EW) 

12.8 
(EW) 

Comment 

Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 Jim by 0.32 |Im. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.64 
|Im, finger length over detector 12.0 Jim. Center of 
detector is offset ~2.5 |Llm east of center of 4th split. 
Closest part of detector is -112 Jim from split. Polysi 
region is 12.8 |Im (EW) by 12.3 |Im (NS). Long axis 
of detector is perpendicular to incoming waveguide. 
Poly edge to closest contact edge is 1.03 (Im (NS). 

Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 |Im by 0.32 (Xm. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.64 
Jim, finger length over detector 12.0 |lm. Detector is 
11.7 Jim from waveguide and starts 422 |Im west of 4th 

split. Polysi region is 12.8 Jim (EW) by 12.3 Jim (NS). 
Long axis of detector is parallel to waveguide. Poly 
edge to closest contact edge is 1.03 Jim (NS). 
Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts 
are 0.32 JJm by 0.32 Jim. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.84 
to 0.94 Jim, finger length over detector 12.0 Jim. 
Center of detector is offset ~3.0 Jim north of center 
of 3rd split. Closest part of detector is ~89.5 Jim from 
split. Polysi region is 12.8 Jim (EW) by 12.3 |Im (NS). 
Short axis of detector is perpendicular to incoming 
waveguide. Poly edge to closest contact edge is 1.58 
JIm(EW) 
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ID 

43 

44 

45 

46 

Pad 
probe 
style 

GSG 

GSG 

GSG 

GSG 

Test 
from? 

E / 
W 

E / 
W 

N / S 

N / S 

Detector size 

(|Im) 
Perp. 
12.8 
(EW) 

12.8 
(EW) 

12.3 
(EW) 

12.8 
(NS) 

Parall. 
12.3 
(NS) 

12.3 
(NS) 

12.8 
(NS) 

12.3 
(EW) 

Comment 

Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts are 
0.32 |Im by 0.32 |Im. Finger spacing 1.00 to 1.05 (Im 
(contact edge to contact edge), finger width 0.84 to 
0.94 (Im, finger length over detector 12.0 |Im. 
Detector is 11.3 (Im from waveguide and starts 545 
|Im south of 3rd split. Polysi region is 12.8 (Im (EW) by 
12.3 |Llm (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
(Im(EW) 
Interdigitated finger structure contacts running NS. 
(Four fingers running N, four running S.) Contacts are 
0.32 |Llm by 0.32 |lm. Finger spacing 1.00 to 1.05 |Im 
(contact edge to contact edge), finger width 0.84 to 
0.94 (Im, finger length over detector 12.0 (Im. 
Detector is 11.3 (Im from waveguide and starts 403 
( to north of 3rd split. Polysi region is 12.8 (Im (EW) 
by 12.3 (Im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|Im(EW) 
Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 |Im by 0.32 (Im. Finger spacing 1.00 to 1.05 
(Im (contact edge to contact edge), finger width 0.84 to 
0.94 (Im, finger length over detector 12.0 (Im. Center 
of detector is offset ~2.0 Jim east of center of 4th split. 
Closest part of detector is ~84.5 (Im from split. Polysi 
region is 12.3 (Im (EW) by 12.8 |Im (NS). Short axis 
of detector is perpendicular to incoming waveguide. 
Poly edge to closest contact edge is 1.58 (Im (NS). 
Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 (Im by 0.32 flm. Finger spacing 1.00 to 1.05 
(Im (contact edge to contact edge), finger width 0.84 to 
0.94 (Im, finger length over detector 12.0 (Im. 
Detector is 16.1 (Im from waveguide and starts 470 
(Im east of 4th split. Polysi region is 12.3 (Im (EW) by 
12.8 (Im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|lm (NS). 
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ID 

47 

48 

49 

50 

Pad 
probe 
style 

GSG 

GSG 

GSG 

GSG 

Test 
from? 

N / S 

N / S 

N / S 

N / S 

Detector size 

0lm) 
Perp. 
12.8 
(NS) 

12.3 
(EW) 

12.8 
(NS) 

12.8 
(NS) 

Parall. 
12.3 
(EW) 

12.8 
(NS) 

12.3 
(EW) 

12.3 
(EW) 

Comment 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 Jim by 0.32 |im. Finger spacing 1.00 to 1.05 
(im (contact edge to contact edge), finger width 0.84 to 
0.94 |im, finger length over detector 12.0 Jim. 
Detector is 16.1 Jim from waveguide and starts 507 
(Im west of 4* split. Polysi region is 12.3 |im (EW) by 
12.8 (im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
Jim (NS). 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 (Im by 0.32 Jim. Finger spacing 1.00 to 1.05 
(im (contact edge to contact edge), finger width 0.84 to 
0.94 Jim, finger length over detector 12.0 Jim. Center 
of detector is offset -3.1 Jim east of center of 4th split. 
Closest part of detector is ~86.1 Jim from split. Polysi 
region is 12.3 Jim (EW) by 12.8 (im (NS). Short axis 
of detector is perpendicular to incoming waveguide. 
Poly edge to closest contact edge is 1.58 Jim (NS). 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 Jim by 0.32 Jim. Finger spacing 1.00 to 1.05 
|im (contact edge to contact edge), finger width 0.84 to 
0.94 |im, finger length over detector 12.0 Jim. 
Detector is 13.3 Jim from waveguide and starts 480 
Jim east of 4* split. Polysi region is 12.3 (im (EW) by 
12.8 (im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|im (NS). 

Interdigitated finger structure contacts running EW. 
(Four fingers running E, four running W.) Contacts 
are 0.32 (im by 0.32 Jim. Finger spacing 1.00 to 1.05 
Jim (contact edge to contact edge), finger width 0.84 to 
0.94 |im, finger length over detector 12.0 Jim. 
Detector is 13.3 |im from waveguide and starts 436 
Jim west of 4* split. Polysi region is 12.3 Jim (EW) by 
12.8 |im (NS). Short axis of detector is parallel to 
waveguide. Poly edge to closest contact edge is 1.58 
|im (NS). 
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Figure 4: Location map for large H-tree scatter monitor detectors 

In the NE quadrant, "scatter monitor" detectors exist at the 3rd and 4th splits and (except for 

the A sub-quadrant) at roughly the mid-points of the arms. All "scatter monitor" detectors 

from the second split to the end are tested with needle probes. 

In the NW quadrant, "scatter monitor" detectors exist at the 3rd and 4th splits and at roughly 

the mid-points of the arms. All scatter monitors from the third split to the end are tested with 

GSG probes. (The "scatter monitor" detector between the second and third splits is tested 

with needle probes, as mentioned above.) 

In the SE quadrant, "scatter monitor" detectors exist at the 3rd and 4* splits and at roughly the 

mid-points of the arms. All "scatter monitor" detectors from the third split to the end are 

probed with needle probes. (The "scatter monitor" detector between the second and third 

splits is tested with a GSG probe, as mentioned above.) 
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In the SW quadrant, "scatter monitor" detectors exist at the 3r and 4 splits. They also exist at 

roughly 1/3 and 2/3 of the distance between the 3rd and 4th splits, as well as at roughly half

way between the fourth split and the end. An exception is in the D sub-quadrant, where two 

"scatter monitor" detectors are placed at roughly 1/3 and 2/3 of the distance from the fourth 

split to the end. All "scatter monitor" from the 3rd split to the end are probed with needle 

probes. (The "scatter monitor" detector between the second and third splits is probed with a 

GSG probe, as noted above.) 

Probing orientation is as you would expect. The H-tree arms from the first to the second split 

and from the third to the fourth split run north-south, so the "scatter monitor" detectors along 

these arms are best probed from the east or west. The H-tree arms from the second to the 

third split and from the fourth split to the end run east-west, so the "scatter monitor" 

detectors along these arms are best probed from the north or south. 

2.3 Large H-tree end-node detectors 

A detector structure exists at every end-node of the large H-tree. This section describes those 

end-node detectors. When a label is associated with the end-node detector structure, it is 

noted. 

2.3.1 NE A detector (REPLICA, 1) 

Three (3) repetitions of: 

• Waveguide width: 0.50(Im in, 0.50|0.m out 
• Detector length: 50(Im 
• Contacts spacing: 1.14|_lm 

• Metal-1 to metal-1 spacing: 0.79|im on left and right, 0.80|Im in center 

The single detector pad is 100)J,m by 100|Im, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.2 NE B detector (BIG L,2) 

Three (3) repetitions of: 
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• Waveguide width: 0.50|Im in, 0.51 (Im in middle, 0.50|Im out 
• Detector length: 50|!m 

• Contacts spacing: 1.14|im 
• Metal-1 to metal-1 spacing: 0.80|Im on left and right, 0.81)im in center 

The single detector pad is lOOjJrn by 100|lm, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.3 NE C detector (unlabeld) 

Three (3) repetitions of: 

• Waveguide width: 0.50|Im in, 0.51 |Im in middle, 0.50|lm out 
• Detector length: 50|J,m 

• Contacts spacing: 1.14|lm 
• Metal-1 to metal-1 spacing: 0.82|Hm on right, 0.81 Jim in center, 0.78|im on left 

The detector is not suitable for probing with a high-speed GSG probe, but it can be probed 

with needle probes. Pad size is 100|lm by 100|Llm. 

2.3.4 NE D detector (BIG L, 1) 

Three (3) repetitions of: 

• Waveguide width: 0.50(0.m in, 0.51|im in middle, 0.50|Im out 
• Detector length: 50|J,m 
• Contacts spacing: 1.14|lm 
• Metal-1 to metal-1 spacing: 0.80flm on left and right, 0.82|Im in center 

The single detector pad is 1 OOjIm by 100|lm, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.5 NWA detector (REPLICA, 1) 

One (1) repetition of: 
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• Waveguide width: 0.50|Im in, 0.50(Im in middle, 0.50|Im out 
• Detector length: 50|lm 

• Contacts spacing: 1.14|J.m 
• Metal-1 to metal-1 spacing: 0.80)J,m on left and right, 0.79|Im in center 

The single detector pad is 100)Jjtn by 100|J,m, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.6 NW'B detector (unlabeled) 

One (1) repetition of: 

• Waveguide width: 0.485|Im in, 0.50|J,m in middle, 0.485jlm out 

• Detector length: 50(Im 
• Contacts spacing: 1.14p,m 
• Metal-1 to metal-1 spacing: 0.81|Llm on right, 0.78|Llm and 0.81)Xm in center, 0.80|Im 

on right 

The detector has pads suitable for probing with a high-speed GSG probe, or with needle 

probes. Probing with a GSG probe must be done from the north or south. The center pad is 

80)im east-west by 100|im north-south. The overall pad side is 380|lm east-west and 140flm 

north-south. 

2.3.7 NW C detector (REPLICA, 2) 

One (1) repetition of 

• Waveguide width: 0.485jLlm in, 0.50jJ,m in center, 0.485|Im out 

• Detector length: 50|J,m 
• Contact spacing: 1.14|im 
• Metal-1 to metal-1 spacing: 0.81 |lm on right, 0.78jim and 0.81 |Llm in center, 0.80|Llm 

on left. 

The single detector pad is 100(Im by 100jJ,m, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 
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2.3.8 NW D detector (BIG L, 1) 

One (1) repetition of 

• Waveguide width: 0.50|J,m in, 0.50|am in center, 0.50|Llm out 
• Detector length: 50|J,m 

• Contact spacing: 1.14|Im 
• Metal-1 to metal-1 spacing: 0.77|J,m on right, 0.75jlm and 0.76|Im in center, 0.77|Im 

on left. 

The single detector pad is 1 OOjIm by 100|im, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.9 SWA detector (REPLICA, 1) 

One (1) repetition of 

• Waveguide width: 0.50fi,m in, 0.50(lm in center, 0.50|lm out 
• Detector length: 50|J,m 

• Contact spacing: 1.14|Im 
• Metal-1 to metal-1 spacing: 0.78(Im on left, 0.76(lm and 0.78|Hm in center, 0.78|Im on 

right. 

The single detector pad is 100|Im by 100|J,m, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

Unfortunately, the single pad is missing the pad opening, apparentiy due to a design / layout 

error. 

2.3.10 SWB detector (BIG L, 2) 

One (1) repetition of 
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• Waveguide width: 0.50|Xm in, 0.50|im in center, 0.49|Jm out 

• Detector length: 50[Xm 
• Contact spacing: 1.14|lm 
• Metal-1 to metal-1 spacing: 0.80)J,m on right, 0.87|J,m in center, 0.80|Um on left. 

The single detector pad is lOOLlm by 100|Im, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.11 SW C detector (unlabeled) 

One (1) repetition of 

• Waveguide width: 0.49(lm in, 0.50LXm in center, 0.49(Im out 
• Detector length: 50|im 

• Contact spacing: 1.14)Im 
• Metal-1 to metal-1 spacing: 0.79|lm on right, 0.86)Im in center, 0.79|Llm on left. 

The detector has pads suitable for probing with a high-speed GSG probe or with needle 

probes. Probing with a GSG probe must be done from the north or south. The center pad is 

80jlm east-west by 100|im north-south. The overall pad side is 380|J,m east-west and 140LXm 

north-south. 

2.3.12 SWD detector (BIG L, 1) 

One (1) repetition of 

• Waveguide width: 0.50|!m in, 0.50)Im in center, 0.50(Im out 

• Detector length: 50|LLm 
• Contact spacing: 1.14(im 
• Metal-1 to metal-1 spacing: 0.79|lm on right, 0.80fim in center, 0.79|Hm on left. 

The single detector pad is lOOjIm by 100|LLm, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 
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2.3.13 SE A detector (REPUCA, 1) 

One (1) repetition of 

• Waveguide width: 0.50jJ,m in, 0.50jim in center, 0.50(Jxn out 
• Detector length: 50|im 

• Contact spacing: 1.14)Llm 

• Metal-1 to metal-1 spacing: 0.78|Im on left, 0.79|Im in center, 0.78)J,m on right. 

The single detector pad is 100|U,m by lOOjIm, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.14 SE B detector (BIG E, 1) 

One (1) repetition of 

• Waveguide width: 0.50jJ,m in, Q.50|J,m in center, 0.50|lm out 
• Detector length: 50|J,m 

• Contact spacing: l.Hjlm 

The single detector pad is 100|lm by 100|J,m, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

2.3.15 SE C detector (REPUCA, 2) 

One (1) repetition of 

• Waveguide width: 0.49|Im in, 0.50jJ,m in center, 0.49|lm out 
• Detector length: 50|Ltm 
• Contact spacing: 1.14jlm 

• Metal-1 to metal-1 spacing: 0.79|im on right, 0.80|lm in center, 0.79|J,m on left. 

The single detector pad is lOOjim by 100|J,m, and is not suitable for probing with a high-speed 

GSG probe. It's also not obvious how to probe the device with needle probes, as there is only 

198 



the one pad. The other side of the detector appears to go through some FETs and other 

circuitry. 

Unfortunately, the single pad is missing the pad opening, apparently due to a design / layout 

error. 

2.3.16 SE D detector (unlabeled) 

One (1) repetition of 

• Waveguide width: 0.50(Im in, 0.50|lm in center, 0.50|lm out 
• Detector length: 50|J,m 
• Contact spacing: 1.14|lm 
• Metal-1 to metal-1 spacing: 0.79|Im on left, 0.77|_lm in center, 0.79|Llm on right. 

The detector is not suitable for probing with a high-speed GSG probe, but it is suitable for 

probing with two needle probes. Pads are 100|Im by 100|J,m, and are probably best probed 

from the east or west. 

3 Waveguide bend structures 

Most of the waveguide bend structures start on the west side of the die and end on the north 

side. (Or vice-versa, depending on how you want to think about it.) There's also one set that 

starts on the west side and ends on the east side. (Or vice-versa.) (OK, this one, technically, 

isn't a "waveguide bend structure".) 

Directions (e.g. north) are defined by a "North" arrow that is on the die, about 900flm in from 

the entrance to the large H-tree. However, from a naked-eye view, it's easier to orient the die 

by noting that the biosensor structures are on the east side of the die. 

There are five sets of 90-degree bend structures, and one straight-through structure. Each set 

of 90-degree bend structures consists of five (5) waveguides: 0.50 (Im, 1 Jim, 2 )J,m, 4 Jim and 

8 |lm nominal widths, as you go from the inner part of the die towards the outer part of the 

die. (Actual drawn width may vary from the nominal width, as noted below.) 
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Each set of waveguides has its own bend radius, with die bend radius increasing as you move 

to waveguide sets further and further from the center of the die. (The bends don't appear to be 

perfect sections of a circle, so it's hard to define a unique bend radius.) In addition, the bend 

radius for each waveguide in a set will vary slighdy, again increasing as you move further from 

the center of the die. (i.e. Go to larger waveguides.) For this reason, the bend radii listed 

below should be treated as rough estimates of the average bend radius for a set. 

When scanning down the waveguide (e.g. for waveguide loss measurements), you are pretty 

much limited to doing the north-south segment.. The east-west segment has four metal-2 

bridges across the waveguide. These bridges would almost certainly interfere with any kind of 

waveguide loss measurements made on the waveguide. 

The metal-2 bridges are approximately: 

1. 569 Jim to 620 flm or 468 Jim to 507 flm from the west edge of the die (The bridge 
jogs to the east as it goes south, so the distance depends on the waveguide set) 

2. 800 Jim to 804 Jim from the west edge of the die 
3. 1980 |lm to 2161 Jim from the west edge of the die 
4. 6287 Jim to 6403 |lm from the west edge of the die. 
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3.1 90-degree bend waveguides 

3.1.1 10 fim bend radius waveguides 

All dimensions in |im 

West edge to bend 
North edge to bend 
Total lengt 

Width 

Gap 

i (approx.) 
West edge 
West side 
of bend 
Nordi side 
of bend 
North edge 
West side, 
to previous 
West side, 
to next 
North side, 
to previous 
North side, 
to next 

Nominal width 

0.5 Jim 
6403 
6564 
12982 
0.50 

0.52 

0.50 

0.50 

n/a 

11.96 

n/a 

11.94 

1 |Im 
6415 
6576 
13006 
1.00 

1.03 

1.00 

1.00 

11.96 

11.82 

11.94 

11.50 

2jlm 
6428 
6588 
13031 
2.01 

2.04 

2.00 

2.00 

11.82 

12.17 

11.50 

12.09 

4 | lm 
6442 
6602 
13059 
3.99 

4.02 

4.00 

4.00 

12.17 

13.19 

12.09 

12.89 

8|Im 
6459 
6620 
13094 
8.00 

8.00 

8.00 

8.01 

13.19 

10.54 

12.89 

10.99 

The "previous" waveguide is the waveguide closer to the center of the die. The "next" 

waveguide is the waveguide further from the center of the die. 

3.1.1.1 0.5 [Am waveguide 

6403 Jim from west edge of the die to the start of the bend, 6564 |lm from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 12982 (Im. (This 

will change after edge polishing.) The waveguide is 0.50 Jim wide on the west side of the die 

and 0.50 [Im wide on the north side, tapering to 0.52 (Im on the west side of the bend and 0.50 

(Im on the north side of the bend. 

3.1.1.2 1 jdm waveguide 

6415 (Im from west edge of the die to the start of the bend, 6576 (Im from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13006 (Im. (This 

will change after edge polishing.) The gap between the 0.5 (Im waveguide and the 1 (Im wide 

waveguide is 11.96 (Im on the west side of the die and 11.94 (Im on the north side. The 
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waveguide is 1.00 Jim wide on the west side of the die and 1.00 Jim wide on the north side, 

tapering to 1.03 Jim on the west side of the bend and 1.00 Jim on the north side of the bend. 

3.1.1.3 2 jlm waveguide 

6428 |Im from west edge of the die to the start of the bend, 6588 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13031 |Im. (This 

will change after edge polishing.) The gap between the 1 |Im waveguide and the 2 Jim wide 

waveguide is 11.82 Jim on the west side of the die and 11.50 Jim on the north side. The 

waveguide is 2.01 Jim wide on the west side of the die and 2.00 jlm wide on the north side, 

tapering to 2.04 Jim on the west side of the bend and 2.00 Jim on the north side of the bend. 

3.1.1.4 4 jlm waveguide 

6442 |Im from west edge of the die to the start of the bend, 6602 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13059 Jlm. (This 

will change after edge polishing.) The gap between the 2 (Im waveguide and the 4 flm wide 

waveguide is 12.17 |lm on the west side of the die and 12.09 Jim on the north side. The 

waveguide is 3.99 Jim wide on the west side of the die and 4.00 Jim wide on the north side, 

tapering to 4.02 Jim on the west side of the bend and 4.00 Jim on the north side of the bend. 

3.1.1.5 8 flm waveguide 

6459 |Im from west edge of the die to the start of the bend, 6620 |Im from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13094 Jim. (This 

will change after edge polishing.) The gap between the 4 Jim waveguide and the 8 Jim wide 

waveguide is 13.19 Jim on the west side of the die and 12.89 Jim on the north side. The 

waveguide is 8.00 Jim wide on the west side of the die and 8.01 Jim wide on the north side, 

tapering to 8.00 Jim on the west side of the bend and 8.00 Jim on the north side of the bend. 

The "previous" waveguide is the waveguide closer to the center of the die. The "next" 

waveguide is the waveguide further from the center of the die. 
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3.1.2 20 jUm bend radius waveguides 

All dimensions in u\m 

West edge to bend 
North edge to bend 
Total lengt 

Width 

Gap 

i (approx.) 
West edge 
West side 
ofbend 
North side 
of bend 
North edge 
West side, 
to previous 
West side, 
to next 
North side, 
to previous 
North side, 
to next 

Nominal width 

0.5 |lm 
6469 
6629 
13129 
0.53 

0.51 

0.50 

0.53 

10.54 

12.17 

10.99 

12.17 

1 |Um 
6482 
6641 
13154 
1.00 

1.02 

1.00 

1.00 

12.17 

11.64 

12.17 

10.29 

2fJm 
6493 
6654 
13178 
2.01 

2.02 

2.00 

2.00 

11.64 

12.14 

10.29 

12.56 

4 jam 
6507 
6668 
13206 
4.01 

4.02 

4.00 

3.95 

12.14 

12.28 

12.56 

13.16 

8 |lm 
6525 
6684 
13240 
8.00 

7.99 

8.00 

8.01 

12.28 

11.16 

13.16 

11.67 

3.1.2.1 0.5 [1m waveguide 

6469 (Xm from west edge of the die to the start of the bend, 6629 |lm from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13129 flm. (This 

will change after edge polishing.) The gap between the 8 |Im wide, 10 flm bend radius 

waveguide and the 0.5 Jim wide, 20 jJ,m bend radius waveguide is 10.54 ]Xm on the west side of 

the die and 10.99 jlm on the north side. The waveguide is 0.53 |Llm wide on the west side of 

the die, 0.51 JUm on the west side of the bend, 0.50 |Im on the north side of the bend, and 0.53 

Jim wide on the north side. 

3.1.2.2 1 [1m waveguide 

6482 |Um from west edge of the die to the start of the bend, 6641 fj,m from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13154 |Im. (This 

will change after edge polishing.) The gap between the 0.5 |lm waveguide and the 1 flm wide 

waveguide is 12.17 flm on the west side of the die and 12.17 flm on the north side. The 
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waveguide is 1.00 Jim wide on the west side of the die, 1.02 Jim on the west side of the bend, 

1.00 Jim on the north side of die bend, and 1.00 Jim wide on the north side. 

3.1.2.3 2 Jim waveguide 

6493 |lm from west edge of the die to the start of the bend, 6654 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13178 Jim. (This 

will change after edge polishing.) The gap between the 1 Jim waveguide and the 2 Jim wide 

waveguide is 11.64 |Llm on the west side of the die and 10.29 Jim on the north side. The 

waveguide is 2.01 Jim wide on the west side of the die, 2.02 Jim on the west side of the bend, 

2.00 Jim on the north side of the bend, and 2.00 Jim wide on the north side. 

3.1.2.4 4 jUm waveguide 

6507 Jim from west edge of the die to the start of the bend, 6668 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13206 Jim. (This 

will change after edge polishing.) The gap between the 2 Jim waveguide and the 4 Jim wide 

waveguide is 12.14 Jim on the west side of the die and 12.56 Jim on the north side. The 

waveguide is 4.01 Jim wide on the west side of the die, 4.02 Jim on the west side of the bend, 

4.00jlm on the north side of the bend, and 3.95 Jim wide on the north side of the die. 

3.1.2.5 8 jUm waveguide 

6525 Jim from west edge of the die to the start of the bend, 6684 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13240 Jim. (This 

will change after edge polishing.) The gap between the 4 Jim waveguide and the 8 Jim wide 

waveguide is 12.28 Jim on the west side of the die and 13.16 Jim on the north side. The 

waveguide is 8.00 Jim wide on the west side of the die and 8.01 Jim wide on the north side, 

tapering to 7.99 Jim on the west side of the bend and 8.00 Jim on the north side of the bend. 
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3.1.3 25 Jdm bend radius waveguides 

All dimensions in urn 

West edge to bend 
North edge to bend 
Total lengt 

Width 

Gap 

1 (approx.) 
West edge 
West side 
ofbend 
North side 
of bend 
North edge 
West side, 
to previous 
West side, 
to next 
North side, 
to previous 
North side, 
to next 

Nominal width 

0.5|lm 
6538 
6698 
13275 
0.50 

0.50 

0.50 

0.50 

11.16 

11.54 

11.67 

11.43 

l|!m 
6550 
6710 
13299 
1.00 

1.00 

1.00 

1.00 

11.54 

11.77 

11.43 

11.67 

2(Im 
6563 
6723 
13325 
2.00 

2.00 

2.00 

2.00 

11.77 

11.56 

11.67 

11.48 

4jlm 
6576 
6737 
13352 
4.00 

4.00 

4.00 

4.00 

11.56 

12.71 

11.48 

12.50 

8|Im 
6592 
6754 
13385 
7.02 

8.00 

8.00 

6.99 

12.71 

19.02 

12.50 

18.22 

3.1.3.1 0.5 JUm waveguide 

6538 Jim from west edge of the die to the start of the bend, 6698 (Im from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13275 (Im. (This 

will change after edge polishing.) The gap between the 8 (Im wide, 20 (Im bend radius 

waveguide and the 0.5 Jim wide, 25 (Im bend radius waveguide is 11.16 Jim on the west side of 

the die and 11.67 (Im on the north side. The waveguide is 0.50 Jim wide on the west side of 

the die and on both sides of the bend and also 0.50 Jim on the north side. 

3.1.3.2 1 [Am waveguide 

6550 (Im from west edge of the die to the start of the bend, 6710 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13299 Jim. (This 

will change after edge polishing.) The gap between the 0.5 Jim waveguide and the 1 Jim wide 

waveguide is 11.54 (Im on the west side of the die and 11.43 Jim on the north side. The 
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waveguide is 1.00 flm wide on the west side of the die and on both sides of the bend, and also 

1.00 flm wide on the north side. 

3.1.3.3 2 flm waveguide 

6563 flm from west edge of the die to the start of the bend, 6723 flm from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13325 flm. (This 

will change after edge polishing.) The gap between the 1 Jim waveguide and the 2 flm wide 

waveguide is 11.77 flm on the west side of the die and 11.67 )Llm on the north side. The 

waveguide is 2.00 flm wide on the west side of the die and on both sides of the bend, and also 

2.00 Jim wide on the north side. 

3.1.3.4 4 flm waveguide 

6576 flm from west edge of the die to the start of the bend, 6737 flm from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13352 flm. (This 

will change after edge polishing.) The gap between the 2 flm waveguide and the 4 |Llm wide 

waveguide is 11.56 flm on the west side of the die and 11.48 |lm on the north side. The 

waveguide is 4.00 Jim wide on the west side of the die and on both sides of the bend, and also 

4.00 flm wide on the north side. 

3.1.3.5 8 film waveguide 

6592 flm from west edge of the die to the start of the bend, 6754 flm from die end of the 

bend to the north edge of the die. Total waveguide length is approximately 13385 flm. (This 

will change after edge polishing.) The gap between the 4 flm waveguide and the 8 flm wide 

waveguide is 12.71 flm on the west side of the die and 12.50 flm on the north side. The 

waveguide is 7.02 flm wide on the west side of the die and 6.99 film wide on the north side, 

tapering to 8.00 flm on both sides of the bend. 
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3.1.4 50 jLlm bend radius waveguides 

All dimensions in fxm 

West edge to bend 
North edge to bend 
Total lengt 

Width 

Gap 

l (approx.) 
West edge 
West side 
of bend 
North side 
of bend 
North edge 
West side, 
to previous 
West side, 
to next 
North side, 
to previous 
North side, 
to next 

Nominal width 

0.5 Jim 
6593 
6755 
13426 
0.50 

0.50 

0.50 

0.50 

19.02 

13.00 

18.22 

11.39 

1 |Im 
6605 
6768 
13451 
1.00 

1.00 

1.00 

1.00 

13.00 

12.41 

11.39 

11.97 

2 | lm 
6618 
6782 
13478 
2.00 

2.00 

2.00 

2.00 

12.41 

13.10 

11.97 

13.07 

4 Jim 
6633 
6799 
13510 
4.00 

4.00 

4.00 

4.00 

13.10 

13.01 

13.07 

12.91 

8|Im 
6650 
6818 
13546 
7.00 

8.00 

8.00 

8.09 

13.01 

26.55 

12.91 

24.70 

3.1.4.1 0.5 [Am waveguide 

6593 Jim from west edge of the die to the start of the bend, 6755 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13426 Jim. (This 

will change after edge polishing.) The gap between the 8 Jim wide, 25 Jim bend radius 

waveguide and the 0.5 jlm wide, 50 Jim bend radius waveguide is 19.02 Jim on the west side of 

the die and 18.22 Jim on the north side. The waveguide is 0.50 Jim wide on the west side of 

the die and on both sides of the bend and also 0.50 Jim on the north side 

3.1.4.2 1 JUm waveguide 

6605 |Im from west edge of the die to the start of the bend, 6768 Jim from the end of the 

bend to the north edge of the die. Total waveguide lengm is approximately 13451 Jim. (This 

will change after edge polishing.) The gap between the 0.5 Jim wide waveguide and the 1 Jim 

wide waveguide is 13.00 Jim on the west side of the die and 11.39 Jim on the north side. The 

207 



waveguide is 1.00 Jim on the west side of the die and both sides of die bend and also 1.00 Jim 

on the north side. 

3.1.4.3 2 flm waveguide 

6618 Jim from west edge of the die to the start of the bend, 6782 Jim from die end of the 

bend to the north edge of the die. Total waveguide length is approximately 13478 (Im. (This 

will change after edge polishing.) The gap between the 1 (Im wide waveguide and the 2 |Im 

wide waveguide is 12.41 Jim on the west side of the die and 11.97 |Im on the north side.. The 

waveguide is 2.00 [Im wide on the west side of the die and on both sides of the bend and also 

2.00 (Im on the north side. 

3.1.4.4 4 jilm waveguide 

6633 Jim from west edge of die die to the start of the bend, 6799 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13510 |Im. (This 

will change after edge polishing.) The gap between the 2 [Im wide waveguide and the 4 |Im 

wide waveguide is 13.1 |Im on the west side of the die and 13.07 [Im on the north side. The 

waveguide is 4.00 [Im wide on the west side of the die and on both sides of the bend, and also 

4.00 [Im on the north side. 

3.1.4.5 8 jJ.m waveguide 

6650 Jim from west edge of the die to the start of the bend, 6818 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13546 [Im. (This 

will change after edge polishing.) The gap between the 4 Jim waveguide and the 8 [Im wide 

waveguide is 13.01 Jim on the west side of the die and 12.91 [Im on the north side. The 

waveguide is 7.00 Jim wide on the west side of the die and 8.09 Jim wide on the north side, 

tapering to 8.00 Jim on both sides of the bend. 
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3.1.5 100 [1m bend radius waveguides 

All dimensions in Jim 

West edge to bend 
North edge to bend 
Total lengt 

Width 

Gap 

i (approx.) 
West edge 
West side 
of bend 
North side 
of bend 
North edge 
West side, 
to previous 
West side, 
to next 

North side, 
to previous 
North side, 
to next 

Nominal width 

0.5 |im 
6633 
6798 
13588 
0.46 

0.50 

0.50 

0.46 

26.55 

9.04 

24.70 

9.78 

1 |Im 
6643 
6809 
13609 
0.93 

1.00 

1.00 

1.07 

9.04 

11.95 

9.78 

13.06 

2|Um 
6658 
6822 
13637 
2.12 

2.00 

2.00 

2.14 

11.95 

11.68 

13.06 

11.78 

4|Im 
6672 
6838 
13667 
4.14 

4.00 

4.00 

4.87 

11.68 

12.12 

11.78 

12.36 

8|Im 
6689 
6855 
13701 
8.07 

8.00 

8.00 

8.00 

12.12 

25.06 (to 
straight 
WG) 

12.36 

n/a 

3.1.5.1 0.5 /Llm waveguide 

6633 |Im from west edge of the die to the start of the bend, 6798 |Im from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13588 Jim. (This 

will change after edge polishing.) The gap between the 8 |!m wide, 50 |Im bend waveguide 

and 0.5 |!m wide, 100 |Im bend radius waveguide is 24.70 Jim on the north side of the die and 

26.55 |Im on the west side. The waveguide is 0.46 (im wide on both the north and west sides 

of the die and tapers to 0.50 |lm on both sides of the bend. 

3.1.5.2 1 flm waveguide 

6643 |Im from west edge of the die to the start of the bend, 6809 Jim from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13609 Jim. (This 

will change after edge polishing.) The gap between the 0.5 Jim waveguide and the 1 Jim 

waveguide is 9.78 Jim on the north side of the die and 9.04 Jim on the west side. The 
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waveguide is 1.07 Llm wide on the north side of the die and 0.93 jLlm wide on die west side, 

tapering to 1.00 mm on both sides of the bend. 

3.1.5.3 2 /Am waveguide 

6658 |J,m from west edge of the die to the start of the bend, 6822 Llm from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13637 Llm. (This 

will change after edge polishing.) The gap between the lLlm waveguide and the 2|J,m 

waveguide is 13.06 Llm on the north edge of the die and 11.95 flm on the east edge. This 

waveguide is 2.14 Llm wide on the north side of the die and 2.12 Llm wide on the west side, 

tapering to 2.00 |LLm wide on both sides of the bend. 

3.1.5.4 4 flm waveguide 

6672 Jim from west edge of the die to the start of the bend, 6838 Llm from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13667 Llm. (This 

will change after edge polishing.) The gap between the 2 (Xm waveguide and the 4 JLlm 

waveguide is 11.78 |lm on the north edge of the die and 11.68 Llm on the east edge. This 

waveguide is 4.87 mm wide on the north side of the die and 4.14 |_lm wide on the west side. 

Both directions taper to 4.00 |!m at the bend. 

3.1.5.5 8 flm waveguide 

6689 flm from west edge of the die to the start of the bend, 6855 |Um from the end of the 

bend to the north edge of the die. Total waveguide length is approximately 13701 Llm. (This 

will change after edge polishing.) The gap between the 4 (Im waveguide and the 8 |!m 

waveguide is 12.36 Llm on the north edge of the die and 12.12 Llm on the west edge. This 

waveguide is 8.00 Llm wide on the north side of the die and on both sides of the bend, and 

tapers to 8.07 Jim wide on the west side. 
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3.2 Straight-through waveguides 

As with the waveguide bend structures, the "straight-through" waveguides consist of a group 

of five (5) waveguides, 0.5 (Im, 1 (Im, 2 (im, 4 |Im and 8 (Im in width. Lacking a bend, all of 

die "straight-through" waveguides are 9415 |Im in length. 

Note that the waveguide prior to the 0.5 (Im straight-dirough waveguide is the 8 (Im wide, 100 

(Im bend radius waveguide, but only on the west edge. On the east side, there is no waveguide 

prior to the 0.5 |Im straight-through waveguide.. Note also that there is no waveguide after 

the 8 (Im straight-through waveguide, on either the west or east sides. 

All dimensions in urn 

West edge to east edge 

Width 

Gap 

West edge 
East edge 
West side, 
to previous 
West side, 
to next 
East side, 
to previous 
East side, 
to next 

Nominal width 

0.5 (Im 
9415 
0.50 
0.50 

25.06 

10.20 

n/a 

10.20 

1 (Im 
9415 
1.00 
1.00 

10.20 

10.09 

10.20 

10.09 

2 | lm 
9415 
2.00 
2.00 

10.09 

10.10 

10.09 

10.10 

4 (im 
9415 
4.00 
4.00 

10.10 

10.00 

10.10 

10.00 

8(lm 
9415 
8.00 
8.00 

10.00 

n/a 

10.00 

n/a 
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Appendix D 

PROCESS FLOWS FOR THE FIRST AND SECOND-GENERATION OPTICAL 
TEST CHIPS 

1 First generation process flow 

This process flow, done at what is now Avago Technologies, Fort Collins, CO, had the 

minimum processing to establish the basic feasibility of the concepts behind the optical 

interconnect technology examined in this work. At Avago, this process flow was known as 

EXPCSUXX. Measurement holds were placed after steps 4302, 4308, 4312, 4548, 4550 and 

4580. 

4005 
4140 
4290 
4302 
4308 
4311 
4312 
4390 
4400 
4405 
4435 
4440 
4480 
4490 
4530 
4 534 
4541 
4542 
4543 
4544 
4546 
4547 
4548 
4550 
4560 
4561 
4563 
4565 
4567 
4570 
4580 
4590 
4980 

RUN MAKE UP 
GROW FIELD OXIDE 
DEP POLY 
MASK 6 POLY GATE 
POLYSILICON ETCH 
SECOND SULFURIC CLN 
MEASURE GATE 
DEP NITRIDE SPACER 
ETCH NITRIDE SPACER 
CLEAN NITRIDE SPACER 
CLEAN N+ RTA 
RTA N+ S/D 
ANNEAL P+ S/D 
DEP RESISTOR NIT 
DEP 7% PSG 
DENS PSG 
DEP DIEL .5 
POLISH DIEL .5 
DEP WAVEGUIDE NIT 
MASK 71 WAVEGUIDE 
WAVEGUIDE ETCH 
DEP DIEL 1 
POLISH DIEL 1 
MASK 12 CONTACT 1 
ETCH CONTACT 1 
STRIP CONTACT 1 
DEP TIN SEED LAYER 1 
DEP W PLUG 1 
POLISH W PLUG 1 
DEP METAL 1 
MASK 13 METAL 1 
ETCH METAL 1 
ANNEAL PASSIVATION 

0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 
0010 

4005S 
4140S 
4290S 
4302S 
4308S 
4311S 
4312S 
4390S 
4400S 
4405S 
4435S 
4440S 
4480S 
4490S 
4530S 
4534S 
4541S 
4542S 
4543S 
4544S 
4546S 
4547S 
4548S 
4550S 
4560S 
4561S 
4563S 
4565S 
4567S 
4570S 
4580S 
4590S 
4980S 

RUN MAKE UP 
GROW FIELD OXIDE 
DEP POLY 
MASK 6 POLY 
POLYSILICON 
SECOND SULFURIC CLEAN 
MEASURE GATE 
DEP NITRIDE SPACER 
ETCH NITRIDE SPACER 
CLEAN NITRIDE SPACER 
CLEAN N+ RTA 
RTA N+ S/D 
ANNEAL P+ S/D 
DEP RESISTOR NIT 
DEP 7% PSG 
DENS PSG 
DEP DIEL .5 
POLISH DIEL .5 
DEP WAVEGUIDE NIT 
MASK 71 WAVEGUIDE 
WAVEGUIDE ETCH 
DEP DIEL 1 
POLISH DIEL 1 
MASK 12 CONTACT 
ETCH CONTACT 1 
STRIP CONTACT 1 
DEP TIN SEED LAYER 1 
DEP W PLUG 1 
POLISH W PLUG 1 
DEP METAL 1 
MASK 13 METAL 
ETCH METAL 1 
ANNEAL PASSIVATION 
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2 Second generation process flow 

The second generation process flow was also done at Avago Technologies in Fort Collins, CO. 

In contrast to the first generation process flow, this process flow was a full process up through 

the second layer of metal, and included working MOSFETs. This process flow was based on 

Avago's A07 QLAPX process, with some steps added, primarily to make the detectors and 

optical waveguides. This also involved moving step 4540 to step 4547. The steps added to 

create the detectors and optical waveguides can be identified by a lack of any entry in the 

"PROCESS" field below. In addition, some steps removed. This was primarily because they 

involved metal layers after the second. Measurement holds were placed after steps 4302, 4308, 

4312, 4548, 4550 and 4580. 

PROCESS 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 

LOCATION 
4030 
4040 
4050 
4070 
4080 
4090 
4100 
4110 
4121 
4131 
4140 
4151 
4160 
4180 
4195 
4205 
4220 
4230 
4242 
4247 
4255 
4260 
4272 
4273 
4275 
4276 
4277 
4278 
4280 
4290 
4292 
4294 
4296 
4297 
4302 

OPERATION LOCATION_DESCR 
4030S 

• 4040SX 
4050SL 
4070S 
4080S 
4090S 
4100S 
4110S 
4121S 
4131S 
4140S 
4151S 
4160S 
4180SX 
4195S 
4205S 
4220S 
4230SX 
4242S 
4247S 
4255S 
4260S 
4272SX 
4273S 
4275S 
4276S 
4277S 
4278S 
4280SL 
4290S 
4292S 
4294S 
4296S 
4297S 
4302S 

RUN_MAKE_UP 
MASK_0l_ACTIVE_AREA 
ETCH_ACTIVE_AREA_NIT 

MASK_92_N-WELL 
IMPLANT_N_WELL 
STRIP_RESIST_N_WELL 
DRIVE_N_WELL 
GROW_LOCOS_OXIDE 
DEP_LOCOS_NITRIDE_2 
ETCH_LOCOS_NITRIDE_2 
GROW_FIELD_OXIDE 
ETCH_NITRIDE 
GROW_SAC_OXIDE 
MASK_02_P_CHANNEL 
IMPLANT_PCHAN_MIDDLE 
IMPLANT_PCHAN_SHALLO 
STRIP_RESIST_P_CHAN 
MASK_03_N_CHANNEL 
IMPLANT_NCHAN_DEEP 
IMPLANT_NCHAN_MIDDLE 
IMPLANT_NCHAN_SHALLO 
STRIP_RESIST_N_CHAN 
MASK_04_CAPACITOR 
IMPLANT_CAPACITOR 
STRIP_CAPACITOR_IMPL 
MASK_4 5_PNP_BASE 
PNP_BASE_IMPLANT 
PNP_BASE_IMPLANT_STR 
GROW_GATE_OXIDE 

DEP_POLY 
MASK_0 5_POLY_IMPLANT 
IMPLANT_POLY 
STRIP_RESIST 
CLEAN_POLY_IMPLANT 
MASK_6 POLY_GATE 
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A0 7QLAPX 
A07QLAPX 

A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 

A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
AO 7QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 

4308 
4311 
4312 
4320 
4330 
4340 
4350 
4360 
4375 
4380 
4390 
4400 
4405 
4410 
4420 
4430 
4435 
4440 
4450 
4465 
4470 
4475 
4480 
4490 
4495 
4497 
4498 
4500 
4510 
4520 
4530 
4534 
4541 
4542 
4543 
4544 
4546 
4547 
4548 
4550 
4560 
4561 
4563 
4565 
4567 
4570 
4580 
4590 
4600 
4648 
4650 
4660 
4663 
4665 
4667 
4680 

4308S 
4311S 
4312S 
4320SX 
4330S 
4340S 
4350S 
4360SX 
4375S 
4380S 
4390S 
4400S 
4405S 
4410SX 
4420S 
4430S 
4435S 
4440S 
4450SX 
4465S 
4470S 
4475S 
4480S 
4490S 
4495S 
4497S 
4498S 
4500S 
4510S 
4520S 
4530S 
4534S 
4541S 
4542S 
4543S 
4544S 
4546S 
4547S 
4548S 
4550S 
4560S 
4561S 
4563S 
4565S 
4567S 
4570S 
4580S 
4590S 
4600S 
4648S 
4650S 
4660S 
4663S 
4665S 
4667S 
4680S 

POLYSILICON_ETCH 
SECOND_SULFURIC_CLN 
MEASURE GATE 
MASK_07_NLDD 
IMPLANT_NLDD 
STRIP_RESIST_NLDD 
GR0W_P0LY_0XIDE_8 OA 
MASK_0 8_PLDD 
IMPLANT_PLDD 
STRIP_RESIST_PLDD 
DEP_NITRIDE_SPACER 
ETCH_NITRIDE_SPACER 
CLEAN_NITRIDE_SPACER 
MASK_09_N+_S/D 
IMPLANT_N+_S/D 
STRIP_RESIST_N+_S/D 
CLEAN_N+_RTA 
RTA_N+_S/D 
MASK_10_P+_S/D 
IMPLANT_P+_S/D 
STRIP_RESIST_P+_S/D 
CLEAN_P+_RTA 
ANNEAL_P+_S/D 
DEP_RESISTOR_NIT 
MASK_11_RESIST0R 
ETCH_RESISTOR_NIT 
PRE-TI-DEP_CLEAN 
DEPJTITANIUM 
IMPLANT_SI 
ANNEAL_TISI2 
DEP_7%_PSG 
DENS_PSG 
DEP DIEL .5 
POLISH DIEL .5 
DEP WAVEGUIDE NIT 
MASK 71 WAVEGUIDE 
WAVEGUIDE ETCH 
DEP_DIEL_1 (Moved from 4540 to 4547) 
POLISH_DIEL_l 
MASK_12_CONTACT_l 
ETCH_CONTACT_l 
STRIP_CONTACT_l 
DEP_TIN_SEED_LAYER_1 
DEP_W_PLUG_1 
POLISH_W_PLUG_1 
DEP_METAL_1 
MASK_13_METAL_1 
ETCH_METAL_1 
DEP_DIEL_2 
POLISH_DIEL_2 
MASK_14_CONTACT_2 
ETCH_CONTACT_2 
DEP_TIN_SEED_2 
DEP_W_PLUG_2 
POLISH_W_PLUG_2 
DEP_METAL_2 
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A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A07QLAPX 
A0 7QLAPX 
A07QLAPX 
A07QLAPX 

4685 
4690 
4892 
4976 
4977 
4980 
4993 
4995 

4685S 
4690S 
4892S 
4976S 
4977S 
4980S 
4993XFER 
4995S.M4 

MASK_15_METAL_2 
ETCH_METAL_2 
DEP_PASSIVATION 
MASK_2 0_PASSIVATION 
ETCH_PASSIVATION 
ANNEAL_PAS SIVATION 

TRANSFER_TO_BLDG_l 
TEST APT 

3 Explanation of terms and acronyms. 

The mask numbers are for the full A07QLAPX process. In general, mask numbers increase 

with each mask step, however there are exceptions. The exceptions are generally based on 

historic reasons connected with other processes. 

"LOCOS" stands for Local Oxidation of Silicon. "SAC OXIDE" is sacrificial oxide. 

"NLDD" and "PLDD" stand for N and P Lightiy Doped Drain, respectively. "S/D" is 

source / drain. "RTA" is rapid thermal anneal. "NIT" is nitride". "PSG" is phosphosilicate 

glass, basically phosphorous-doped silicon dioxide. "DIEL .5" stands for dielectric-0.5, and is 

called this because it was inserted before dielectric-1, or what is normally the first dielectric 

layer. "W_PLUG" is tungsten plug - W is the chemical symbol for tungsten. 
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Appendix E 

DIE EDGE POLISHING PROCEDURE 

Polishing the die edge to an optical-quality finish is a crucial step in the sample preparation 

process. Without an optical-quality finish on the die edge, it will be difficult or impossible to 

couple light into waveguides on the chip. 

These instructions are written for use with the Allied MultiPrep tool in the Physical Analysis 

lab at Avago Technologies. With the agreement of Ron Kee, manager of Avago's Physical 

Analysis Lab, I was allowed to use their MultiPrep tool to do sample preparation. This 

permission was largely due to the fact that Ron and I knew each other from my time at Avago, 

and Ron knew I could be trusted with the equipment. This ability to use their MultiPrep tool 

was a great help to me, as I was able to get much better edge polish results with it than I could 

with the Buehler Ecomet polisher in our CSU lab. 

While these instructions are written with the MultiPrep in mind, the basic principle also apply 

to the Ecomet tool as well. 

1. When preparing to put the cover slip on the sample, spray the surface of the sample 
with some isopropyl, to clean it, before applying the cover slip. 

2. After applying the cover slip to the sample, move it around over the sample, to ensure 
good coverage of CrystalBond across the sample. This allows the CrystalBond to 
form a "gasket" on top of the sample. Gaps or bubbles in the CrystalBond could 
result in surface damage to the sample while polishing. While doing moving the cover 
slip around on the sample, try to ensure the CrystalBond is uniform in thickness across 
the sample. 

3. When placing the cover slip on the sample, try to have the top edge of the cover slip 
away from the top edge of the stub (i.e. sample holder). If the cover slip is past the top 
of the stub, the cover slip will have to be ground down or you won't be able to 
properly mount the stub in the polisher mount. It's impossible to have the cover slip 
well away from both the left and right sides of the stubs, so have the overhang on the 
left side. You can polish down the left side; you can't polish the right side, due to the 
stub handle. 

4. When trying to decide if the sample is square to start with (i.e. before grinding down 
the cover slip), check the edge of the sample relative to the top of the stub, not the 
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bottom. The top will be flush against the holder, and will be fixed. The bottom of the 
stub could have been ground down at some previous time. 

5. Use the grinder to take the cover slip down close to the edge of the sample, maybe 
0.5mm to 1mm away from the edge. As noted above, any part of the cover slip 
sticking out past the edge of the stub (except on the sample edge side) will have to be 
polished down so that the cover slip is even with the stub. 

a. The grinder does not have a stub holder; you have to manually hold the stub in 
place. 

b. Recommended rotational speed for the grinder is 250 to 300 RPM 

c. Grinding seems to work best if the sample is nearly parallel to the rotational 
direction of the grinding wheel. The cover slip has a tendency to pop off if the 
sample is perpendicular to the rotational direction. Best guess is that this is a 
vibration issue. However, make sure the grinding wheel hits the cover slip 
before the sample, (i.e. Don't come in from the "back side" of the sample.) 

6. As with the grinder, polishing samples with a cover slip on them seems to go better if 
the sample is nearly parallel to the rotational direction of the grinder or polisher wheel. 
Use the polisher's "Rotation — Full" button to change the angle of the sample with 
respect to the polishing wheel. You can control the rotational speed of the sample 
head by holding the "Rotation - Full" button down for a few seconds until the 
polisher beeps and the timer display changes to indicate the rotation speed. Use the up 
and down arrows on the numeric keypad to change the rotational speed up or down. 
Slowing the rotational speed of the head can make it easier to get the angle you want. 

a. As with grinding, polishing samples with the sample perpendicular to the 
rotational direction seems to cause the cover slip to pop off the sample. 

b. Don't rotate the sample head with the raising cam engaged. The head will slip 
off the cam and fall down. 

c. Recommended rotational speed for the polisher is 200RPM. 

d. You can roughly control how much material is removed by using the Mitutoyo 
gauge on the polisher. Turn the gauge on, then make sure it is reading 
millimeters, not inches, by checking for a little "mm" in the lower right corner 
of the display. Note that 0.001mm is 1 micron. Set the gauge to zero by 
pressing the yellow "Zero/Abs" button while the sample is suspended in mid
air. (You may wind up getting -0.001 instead of zero.) Lower the cam, then 
use the "RAISE/LOWER" knob at the back of the polisher to lower the head 
until the amount of material you want to remove is displayed on the Mitutoyo 
gauge's display. Due to "wobble" in the polish disk, this value isn't exact, so 
use it with some caution. (The wobble in the disk means that you might be at 
a low spot on the disk, so you'll remove more than you think, or at a high spot 
on the disk, so you'll remove less than you think.) 

e. When you first move from the grinder to the polisher, use the Mitutoyou 
gauge to take off only 25[xm or so for the first couple of passes. This is in case 
the cover slip is slightly angled, and will help you avoid digging into the 
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polishing paper and accidentally ruining it. Taking off 25 to 50[i.m should 
smooth off any edges in the cover slip, without going deep enough into the 
polishing paper to damage it. 

7. During polishing, regularly check the "squareness" of the polishing relative to the 
sample edge. 

a. To increase the polish rate on the right side of the sample, adjust the 
micrometer screw at the back of the sample mount (with the release lever on 
the right side) clockwise while looking down at it. 

b. Similarly, to increase the polish rate on the left side of the sample, adjust the 
micrometer screw counter-clockwise. 

8. If you have to, or want to, stop polishing at some point (say to eat lunch or go to the 
restroom), I recommend leaving the sample under the inspection scope. That way, it's 
easy to re-inspect the sample and see what needs to be done. I find that if I leave the 
stub on the stub holder, or if I put the stub back on the stub holder after inspecting it, 
when I resume polishing I have trouble remembering if I was getting ready to take the 
stub off and inspect it, or if I had put the stub back on and was getting ready to 
resume polishing. 

9. When applying the final polishing: 

a. Use the red fiber polishing pad. 

b. Use the red Buehler Masterpolish 2 polishing liquid in the cabinet above and 
to the right of the polisher. 

c. Wet down the polishing pad first. 

d. Do not pour the liquid from the botde on to the polishing pad. Instead, use 
two pipettes worth of the liquid, taking care not to get any of the dried crud 
around the mouth of the botde either on the polishing pad, in the pipette or in 
the liquid itself. (Pipettes are available in the cabinet to the left of the sliding 
doors into the electrical analysis lab.) 

e. After squirting the liquid on to the polishing pad, smear it around with your 
finger. 

f. Do not use cooling water during the polishing step. 

g. Final polishing should take only about 10 to, at most, 30 seconds. 

h. Don't bother trying to use the Mitutoyo height gauge on the final polish step — 
it won't work the red fiber pad. You can determine when the sample is in 
contact with the pad by looking for the fluid flow that pushes up against the 
cover slip. 

i. When you think you've got the final polish as good as it's going to get, rinse 
the sample off in tap water from the sink next to the polisher and blow the 
sample dry using an air gun. If any of the liquid polish dries on the edge of the 
sample, you can remove it with a litde organic soap (from the bottie at the 
sink) and water on a cotton-tipped swab. 
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j . Once you're done, it may look like the waveguides are completely gone. This 
is an optical illusion caused by the polishing of the edge of the cover slip. 

k. In addition, once you're done with the final polish, rinse the red fiber pad off 
in tap water from the sink next to the polisher. You don't want the polishing 
liquid to dry on the pad. 
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A p p e n d i x F 

FIRST AND SECOND GENERATION DIE NUMBERING SCHEME 

First generation die numbering scheme 

The first generation die numbering scheme is shown in Figure 1. 

1 7 10 11 12 13 14 15 

Figure 1: First generation die numbering scheme, full-size 
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Second generation die numbering scheme 

The second generation die numbering scheme is shown in Figure 2. Some general information 

about second generation wafers is as follows: 

15 rows from top to bottom, plus a blank half-column at the bottom. 

14 columns from left to right, plus printed half-columns on both the left and right. 
60mm major flat. • 

• 38mm minor flat. 
Columns end at left and right of major flat, with six columns across major flat. 

Rows end at top and bottom of minor flat, with four rows along minor flat. 
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Figure 2: Second generation die numbering scheme, full-size 
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Appendix G 

MEASUREMENT INSTRUCTIONS 

Performing DC and AC measurements on edge-coupled waveguide detectors 

Align the fiber to the waveguide 

1. Position the sample so that it is reasonably square to the sample holder and fiber. 

2. Make sure the Keithley output is disabled, and then attach test leads from the Keithley 

to the bias tee's DC input. 

3. Connect the AC output of the bias tee to the input of the Miteq AM-1646 amp. Note: 

You don't need the Miteq amp in the part but you will in the next, and you don't want 

to be making connections to things connected to the probe card once you've finished 

the fiber alignment that is done in this step. 

4. Manually retract the fiber so that it is in no danger of hitting the sample during the 

next few steps. 

5. Roughly align the fiber to the waveguide for the detector of interest. You don't have 

to be very close at this step, within 50 to 100 Jim will do for now. (For reference, the 

pads for the edge-coupled waveguide detectors are 315 Jim by 380 Jim.) 

6. Lower the probe card on to the pads of the device to be tested. Don't raise the probes 

until done will ajl measurements, DC and AC, on the device. 

7. Set the ThorLabs piezostage to X=75, Y=75, Z=150 

8. Manually move the fiber in so that it is as close as possible to the sample without 

actually touching the sample. Move the fiber left/right and up/down a little, to be 

sure that it is clear in all four directions. 

9. Turn the microscope light off. 
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10. Set the Keithley to force a voltage and measure a current. Set the Keithley bias voltage 

to 10V and the current compliance to 1 |±A, and then enable the Keithley output. 

11. Connect the laser diode to the ILX Lightwave and set the current to an appropriate 

level. (75 mA for the Hitachi HL6738MG laser diode, 40 mA for the Sharp 

GH06510B2A laser diode.) Note: Before taking the current all the way up, stop just 

above threshold (~42 mA for the Hitachi, ~30 mA for the Sharp) and use the 

microscope to check that the laser spot from the fiber is near the waveguide entrance. 

Adjust appropriately if not, then continue increasing the drive current. 

12. Manually align the fiber to the detector waveguide so that you obtain close to the 

maximum current response from the detector. Note: This is a rough alignment, so 

you don't have to hit the exact maximum. You just want to have the fiber 

"reasonably" close to the maximum response point. 

13. Reset the piezostage to X=0. Y=0, Z=0. 

14. Enter the run conditions for the LabVIEW program "ThorLabs MDT693xyz Keithley 

2400.vi". As of 11 Sept 2008, this LabVIEW VI only exists on the C921 computer 

and is located in the C:\Program Files\ThorLabs\LabVIEW folder. This isn't the 

best place for the program, so it may move. If it does, you'll have to search for it. 

You may want to create a Windows Desktop shortcut to the program, if you haven't 

already. See Appendix H for screen captures of this LabVIEW program. 

a. Use COM Port 1 and "Fast Y" unless you're sure you don't want to. 

b. Set Y-axis V start to 0, Y-axis V stop to 150, Y-axis V step to 5. (These are 

recommended settings. You can change them if you want, but be sure you 

know what you are doing.) 

c. Set X-axis V start to 10, X-axis V stop to 140, X-axis V step to 5. (Again, 

these are only recommended settings.) 
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d. Set Z-axis V start to 150, Z-axis backup voltage amount to 0.1 and Z-axis 

backup V step to 0.1. (Again, these are only recommended settings.) 

e. Set "2nd pass" to "Scan about max". 

f. Set 2nd pass Y range to 30 and 2nd pass Y V step to 1. 

g. Set 2nd pass X range to 25 and 2nd pass X V step to 1. 

h. Set the output file name. Make sure it's in a folder you can write to. I use 

ThorLabs_Keithley_YYYYMMDD_HHMM.txt, where 

YYYYMMDD_HHMM is the time when the run starts. 

15. Record all the important data about this run: Start time, finish time (when finished), 

wafer, die, device, laser diode, drive current, Vbias, compliance limit, measurement 

speed setting, "ThorLabs MDT693xyz Keithley 2400" settings, initial dark current 

(you'll need to turn the laser diode off briefly for this), first pass max and location, 

second pass max and location, end-of-run values, and anything else you think worth 

recording. An example of this kind of record is at the end of this section. I record this 

data, along with the name of the output file, in a file called "metadata.txt". "metadata", 

because it's data about data. 

16. Place a blackout cloth over the probe stage. 

17. Start the ThorLabs Keithley LabVIEW program. 

18. When using the recommended settings listed above, the program will take about 1 3A 

hours to run. (About 25 minutes for the first pass and about 80 minutes for the 

second pass.) When it finished, you should have a fiber nicely aligned to the 

waveguide. 

The following is an example of the data recorded for an alignment run. This kind of 

information is often called "metadata" — data about data — and is often kept in a file called 

"metadata.txt". 

225 



* Started at 0838 15 Jun 2008, finished at 1025. 
* Wfr 0443B150 (2nd gen), die J9, 4,10,4.64 device (NEW DEVICE!) 
* NOTE: Hitachi HL638MG LD 
* Idrive set to 75.0mA nominal (ILX Lightwave LDX-3525) (No HP DMM 
hooked up at present.) 

* Detector Vbias set to +10V, compliance set to 1.05 mA on Keithley 
2400. 

* Measurement speed set to "Hi-Accuracy". 
* Data obtained using "ThorLabs MDT693xyz Keithley 2400" LabVIEW VI, 
with Y-axis (parallel to long axis of edge of die) running from 0V to 
150V in 5V steps, X-axis (perpendicular to long axis of edge of die) 
running from 10V to 140V in 5V steps and Z axis (along optical 
propagation axis) running from 150V to 149.9V in 0.IV steps. 

* Running in "Y fast" mode. 
* Post-first-pass scans are +/-30V around max in IV steps on Y, +/-25V 
around max in IV steps in X. 

* Initial rough alignment, as always, was done with piezocontroller set 
to 75V on both X and Y stages, then reset to 0V on both before 
starting the VI. In addition, Z axis was set to 150V, then also 
reset to 0V before starting. The fiber was placed so that that edge 
appeared to be just barely off the edge of the die. (As close as 
possible without touching.) Free travel was verified by moving the 
fiber in the Y and X axes while the top of the fiber and the 
waveguide were in focus simultaneously. 
- Initial dark current: 0.28 uA 
- First pass max: (missed) 
- Second pass max: 66.809uA at Y=92, X=79 
- End-of-run display on Keithley: 57.8 uA (REM), 57.1 uA (LOC) 

"REM" stands for REMote mode, while "LOC" stands for "LOCal" mode. 

After both the first and second passes, evaluate the appearance of the measurement results. 

The resulting peak should be symmetric. If it is not, you may have a measurement problem. 

Possibly the fiber was too close to sample die (i.e. touching), perhaps something changed 

during the alignment run without you doing anything to cause it. In combination with the 

magnitude and location of the first and second pass peaks, decide whether it is necessary to re

run the alignment. 

1.2 If desired, perform your DC measurement 

1. If you want to perform an AC measurement, not a DC measurement, skip to Section 

1.3. 
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2. For a DC measurement, decide if you want to do a voltage sweep (OK, technically a 

voltage sweep isn't a DC measurement, but it's commonly considered a DC 

measurement) or a measurement at a single bias voltage. 

a. If you want to do a voltage sweep measurement, see the documentation on 

performing dark current voltage sweep measurements in Section 2. If you 

want to do a voltage sweep, you're probably going to want to do sweeps of 

both dark current and photocurrent. The only difference in the procedure for 

the two measurements is that for a dark current measurement, the source laser 

diode is off, while for a photocurrent measurement the laser diode is on at 

whatever drive current bias point you want to use. Remember to record the 

laser diode drive current with the other information about the measurement in 

a metadata file, as was done in the alignment example in Section 1.1. Note: 

Use different metadata files for the alignment data and for the DC response 

data. For dark current measurements, it's obviously not important how well 

the input fiber is aligned to the waveguide. On the other hand, it doesn't hurt 

dark current measurements if the input fiber is well aligned, and the input fiber 

must be well-aligned in order to perform accurate photocurrent measurements. 

b. If you want to do a single bias voltage measurement, you're already set up once 

you've finished the alignment process. Just pick the bias voltage you want to 

use on the Keithley and make your measurement. 

1.3 Apply an AC pulse to the laser diode to create an optical pulse, then measure the 

resulting electrical output from the detector 

1. Disable the output of the HP 8116A function generator before proceeding. 

2. Put on a grounding strap, then disconnect the Hitachi laser diode from the ILX 

Lightwave laser diode driver (a DC source) and connect it to the function generator 

(an AC source). Be sure to run the output of the function generator through the 

adaptor card (which contains a 47 Q resistor and a laser diode socket) before 

connecting to the connectorized Hitachi laser diode. NOTE: Failure to u s e the 
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adaptor card, with its 47 Q current-limiting resistor, may result in 

failure of the connectorized laser diode. 

3. Connect a power supply capable of outputting at least 15V and at least 125 mA to the 

Miteq AM-1646 amp. Set the power supply to 15V. 

4. Connect the output of the Miteq amp to the electrical channel input of the Agilent 

86100 DCA. Note that the Miteq amp is an inverting amplifier. This means that the 

pulse on the DCA will be upside down from what you might expect. 

5. Set the initial voltage pulse conditions on the function generator (typically VOL = 0.0V, 

VOH = 0.1V, pulse width = 8 nsec, frequency = 20 MHz) then enable the function 

generator output. 

6. Set the Agilent 86100 DCA appropriately. Since this procedure is covered in Section 

3, it will not be repeated here. An exception will be made to remind the reader of the 

necessity of wearing a grounding strap when using the 86100A DCA. 

7. Turn on the Keithley, to bias the photodetector. Use a 10 V bias, unless otherwise 

specified. 

8. Begin increasing the VOH level. As VOH goes past 3.60 V, you should start seeing a 

pulse on the 86100A's screen. NOTE: Under no circumstances should you 

increase V 0 H above 4.70 V when using the Hitachi laser diode. Failure 

to observe this limitation may result in damage or failure of the Hitachi 

laser diode. Note that you may have * to play around some with the 

voltage/division, voltage offset, time/division and time offset settings in order to see 

the pulse. You might need to find the pulse at the 4.70 V setting and then reduce V0H 

until you're at the level you actually want to use. 

9. When you reach the desired VOH level, record the trace data to the DCA's internal hard 

drive, then copy the data to a floppy. NOTE: Attempting to record the trace 

data to the floppy directly, without first saving data to the internal hard 
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drive, is not recommended, due to potential loss of data. Record all the 

pertinent measurement information in a file. As with the fiber alignment step, I store 

this kind of information in a file called "metadata.txt". An example of the kind of data 

stored in the file is at the end of this section. 

The following is an example of the kind of information stored in the AC pulse measurement's 

"metadata.txt" file. Note that this the "metadata.txt" file for AC pulse data, not the 

"metadata.txt" file for alignment data or the "metadata.txt" for the DC response data. 

waveform_20080528_1705.txt 
* Wfr 0443B150 (2nd gen), die J9, device 0.5,10,2.14 (NEW DEVICE!) 
* 86100A DCA settings: 

- 5.0 mV/div, offset -18.7 mV, 2.0 nsec/div, delay 66.6121 nsec, ave 
256, two 10 dB attenuators in the signal path, front panel trigger 
from FG 

* HP8116A function generator: 8 nsec pulse width, 20 MHz rep rate, Vol 
= 0.0 V, Voh = 4.0 0 V 

* Keithley: 5.169V (equivalent to 10V on a 4.14um contact spacing 
device), 1.0 5 mA compliance, Iphoto = 2.8 uA 

* Miteq amp: 15.03 V indicated, 120 mA indicated 
* 90% to 10% fall time of trace (rise time of detector response, due to 
inverting amp) - bouncing around too much 
- My eye doesn't believe the 90% and 10% levels. 

* FWHM 2.727 ns 

You may notice the pulse suddenly shrinking while you are doing the measurement. I'm not 

sure what causes this, but don't freak out. Sometimes the pulse comes back on its own in a 

few minutes. If this doesn't happen, my suggestion is to take the VOH level back down to 0.1 

V, then disable the Keithley output (so the detector is no longer biased, then take the Miteq 

amplifier power supply back down to 0 V. Wait 30 minutes to an hour, and then try again. 

I'm not sure if this helps, but it can't hurt. The reason behind the changes is that the pulse 

change might be due to some sort of thermal effect. If still no luck, try re-aligning the fiber to 

the waveguide. 

If you can't get a decent pulse at VOH = 3.60 V, increase VOH until you do, then just note that 

fact in the "metadata.txt" file. i.e. "Couldn't get a measureable pulse until Voh = 3.90V." 
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2 General procedure for dark current and photocurrent voltage sweep measurements 

These instructions provide an overview of the sequence of events to do the dark current 

voltage sweep measurements. They are not necessarily detailed at any given step. 

It is assumed that prior to these steps the probe card has been connected to the 4145 through 

the triaxial cables. (The red alligator clip on the triaxial cables is connector to the center 

conductor on the cable.) Further, these instructions assume the triaxial cables are connected to 

the rear-panel jacks for SMU3 and SMU4. 

When using the 4145, it is not practical to verify electrical connectivity between the probe card 

and the pads by turning the microscope light up and down, as was done when using the 

Keithley 2400 SourceMeter. You need to verify good probe contact in other ways, possibly by 

examining the scrub marks on the pads, possibly by making sure your results make sense. 

These same basic instructions will also work for photocurrent voltage sweep measurements. 

The only two differences are: 

1. You must align the input fiber from the laser diode source to detector you want to 

measure before the measurement. For normal incidence MSM detectors, this means 

placing the input fiber above the detector. For waveguide-coupled MSM detectors, 

this means aligning the input fiber to the waveguide for the detector. For details on 

the process of aligning the fiber to the waveguide, see Section 1.1. 

2. The laser diode is on. (Duh.) 

With those preliminaries out of the way, we can now move on to the measurement procedure 

itself. 

1. Set up the 4145 for a voltage sweep measurement. 

a. Channel Definition 

i. SMU3: V3,13, V mode, VAR1 
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ii. SMU4: V4,14, COM mode, CONST 

iii. Press the "NEXT" button 

b. Source Setup 

i. VAR1 setup: Linear sweep, Start: -20V, Stop: +20V, Step: 0.1V, 

current compliance: 10|lA 

ii. Press the "NEXT" button 

c. Measure & Display Mode Setup 

i. X: V3, Linear, -20V, +20V 

ii. Y: 13, Linear, -10|lA, +10|LlA 

iii. Press the "NEXT" button 

d. Integration time: Long 

2. Turn on the microscope light, to the lowest-possible setting. The remaining steps, up 

to "Turn off the light and start the voltage sweep" should be done in 60 seconds, for 

consistency. 

3. Place the probes on the device to be tested. 

4. Place the blackout cloth over the system. 

5. Wait the remainder of the 60 seconds, then turn off the microscope light, wait 15 

seconds (for the microscope light to be completely off) and start the voltage sweep by 

pressing the SINGLE button in the MEASUREMENT section of the front panel. 

a. When the voltage sweep finishes, you may want to press the AUTO SCALE 

softkey button, to better display the results. 
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b. If the plot shows the current rising, then flat-lining, or decreasing, then flat-

lining, this is a sign that you've hit the current compliance limit. Go back to 

step l.bi and increase the current compliance. However, you must be smart if 

you're going to increase the current compliance. Only increase it if you think 

it's going to significantly help matters, and don't increase it above 100(lA in 

any case. (If the dark current starts going essentially straight up at some 

voltage, increasing the current compliance from 10|iA to 100|lA probably isn't 

going to help much.) 

6. Use the "HP4145 Data Output2" program to save the voltage sweep data to a file. 

a. Name of measurement: 13, Start: -20, Step: 0.1 

b. Running the "Data Output2" button will put the 4145 into REMOTE mode, 

so that it will not respond to the front panel. Press the LOCAL button, in the 

upper right corner of the front panel, to return the 4145 to Local mode. 

7. Configure the 4145 for a time-domain measurement. 

a. Channel Definition 

i. SMU3: V3,13, V mode, CONST (Note: Not VAR1) 

ii. SMU4: V4,14, COM mode, CONST 

iii. Press the "NEXT" button 

b. Source Setup 

i. SMU3: V3, V, 20V, 10|JA compliance (Note: If you noted in the 

voltage sweep that the dark current started going straight up 

somewhere after 10V, and was current-compliance limited, do the time 

domain measurement with SMU3 set to 10V, not 20V. Include a 

"(10V)" in the file name when you save the data in a later step.) 
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ii. SMU4:V4 COM, 0,105mA compliance (Can't change these) 

iii. Press the "NEXT" button 

c. Measurement Mode: 

i. Time Domain Setup: Time delay = l.OOsec, time interval = 1.00 

second, # readings = 300 

ii. Display Mode Setup 

1. X: Time, Linear, 0, 300 

2. Y: 13, Linear, OuA, 1|±A 

iii. Press the "NEXT" button 

8. Turn the microscope light on for one minute, on the lowest possible setting, just past 

the "On" click. 

9. Turn the microscope light off. 

10. Start the time-domain sweep by pressing the SINGLE button in the 

MEASUREMENT section of the front panel. 

a. Again, you may want to press the AUTO-SCALE softkey button, to better 

display the results. 

b. Again, check for signs of flat-lining and hitting the current compliance. If so, 

go back to step 7.b.i and increase the current compliance limit. Again, you 

must be smart if you increase the current compliance. 

11. Use the "HP4145 Data Output2" program to save the time domain measurement data 

to a file. 
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a. Name of measurement: 13, Start: 1, Step: 1 

b. Again, you will need to press the LOCAL button to return the instrument to 

local mode after running the "Data Output2" program. 

c. When you save this data, call it the "time domainl" data. 

12. Repeat the time domain measurement, but this time allow at least 15 seconds from the 

time you turn off the light to the time you start the measurement. This will allow the 

microscope light to turn off and cool down. 

13. When you save this data, call it the "time domain2" data. 

14. Remove the blackout cover, move to the next device and repeat. Note that a time-

domain measurement forces the integration time to "Short", so you will have to 

change the integration time to "Long" before running the voltage sweep. 

3 Using the Agilent 86100A DCA to measure optical and electrical pulses 

1. The 86100A DCA (a.k.a. DCA) has two input channels. Channell is the optical input 

channel, while Channel 2 is the electrical input channel, like a regular oscilloscope. 

2. Both channels have a maximum input signal level. The optical channel is easily 

overloaded by the output of one of the connectorized laser diodes, especially the high-

power Hitachi laser diode. For that reason, when using the optical channel, start with 

low drive currents. In addition, you probably won't be able to insert the end of the 

fiber all the way into the optical channel's input socket. 

3. When measuring electrical signals using Channel 2, start by connecting two 10 dB 

attenuators to the DCA's input connector. If you can't detect a signal, remove one 

attenuator. If you still can't detect a signal, remove the other attenuator. 

4. When attaching and removing cables and attenuators, only rotate the hexagonal nut. 

Don't rotate the entire connector. This will avoid damaging the threads. 
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5. When using the 10 dB attenuators on the electrical channel, protect the DCA's 

connector by leaving the attenuators attached as much as possible. Disconnect the 

cable by removing it from the attenuators; don't disconnect the cable by removing the 

attenuators and cable from the DCA. If you are going to be doing measurements 

without any attenuators, talk to Dr. Lear about using a "Connector Saver" with the 

DCA. 

6. The DCA has multiple input modes, set by buttons a little to the right of the display. 

For essentially everything you're going to want to do, you'll want to make sure you're 

in "Oscilloscope" mode. 

7. To maintain equipment accuracy, you need to calibrate the DCA at least every 10 

hours. Do this by selecting "Calibrate" —> "Calibrate All" —> "Vertical Left" 

8. You're probably going to want to be in "Averaging" mode, especially when taking 

electrical measurements on the detectors. To set averaging mode, go "Setup" —• 

"Acquisition". A new window will appear on the display. Select a value for the 

number of periods to be averaged. You can either select a predefined value (powers of 

2) or enter your own. 256 is a good choice to start with, if you don't have any better 

ideas. Note that for some reason, it appears that you can't manually enter a 0 into an 

averaging value, i.e. You can average 111 samples, but not 100 samples. 

9. The Hitachi HL6738MG laser diode is rated for 35 mW. Threshold is about 41 mA. 

Operating current is 75 mA. When using a function generator in pulse or square wave 

mode, an operating current of 75 mA corresponds to a low voltage level of 0.00 V and 

a high voltage level of approximately 4.70 V. Threshold corresponds to a high voltage 

level of approximately 3.60 V. Note that these voltage level correspondences are only 

valid for the Hitachi HL6738MG laser diode, not for the Sharp GH06510B2A. 

10. When using the function generator in pulse mode to drive a laser diode (currendy the 

most common technique for performing AC measurements), make sure the pulse 

width is set to 8 nsec, the minimum possible pulse width. 
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11. Use a grounding strap when handling a laser diode or any test leads 

Connected to the laser diode. Failure to follow this rule may result in you 

personally buying a new connectorized laser diode. 

12. Use a grounding strap when connecting or disconnecting cables from 

the DCA. Failure to follow this rule may result in you personally paying for repairs to 

the DCA. In the interests of caution, I use a grounding strap even when pushing front 

panel buttons on the DCA. 

13. Ordinary oscilloscopes have vertical and horizontal divisions which are limited to 

certain fixed values, e.g. 10 nsec/div or 25 mV/div. This is not the case with the 

DCA. You can have, say, 2.3 nsec/div or 14.1 mV/div. This is neither a good thing 

nor a bad thing. It is, however, something to be aware of. 

14. Ordinary oscilloscopes can trigger off the displayed signal. This is not the case with 

the DCA. You must use a trigger signal. This would typically be from the trigger 

output of the function generator, and would be sent to the trigger input of the DCA. 

15. When you display a detector trace, a good time unit to start with is so the horizontal 

axis is 10 ns and so the peak of the response is about 2 ns in. These are just guidelines 

to get you started, not hard and fast rules that must always be obeyed. 

16. It is possible to save DCA trace data. Be sure to save the data to the internal hard 

drive first. Only after the data is on the hard drive should you try copying the data to a 

floppy in the DCA's floppy drive. Sometimes the process of copying data to the 

floppy drive doesn't work. If the data is on the hard drive, you can just try copying 

later, possibly with a different floppy disk. If you try to copy the data to the floppy 

first, before copying the data to the hard drive, and the transfer doesn't work, you've 

just created a problem for yourself. 

a. To save the data, select "File" -> "Save As" -> "Waveform" -> "Verbose 

(text)" 
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b. When entering the filename, you must also include the ".txt" extension. 

c. The saved file will only have the Y-axis data. You can reconstruct the X-axis 

data from the X-origin and X-increment values that are included when you 

specify "Verbose". ("Verbose" mode also gives you some other useful 

information.) 

17. When saving or copying data, make sure you're using the correct channel - electrical 

(Channel 1) or optical (Channel 2), as the case may be. Also make sure you're not 

accidentally set to use one of the memories instead of an active channel. 

18. When you save data, use a unique filename. I like to use the timestamp when I save 

the file. e.g. 20080716_1530. And, of course, be sure to record what the test 

conditions were for the measurement. 

a. Wafer, die and device 

b. DCA settings: voltage offset; volts/division; time offset; time/division; 

averaging settings; presence of attenuators, if any; trigger conditions, and 

anything else that you think would be useful to replicate or understand the 

results. 

c. Function generator: model, pulse width (if applicable), repetition rate (if 

applicable), low voltage level, high voltage level, and anything else that you 

think would be useful to replicate or understand the results. 

d. Bias conditions: bias source, bias voltage 

e. Amplifier conditions: amp model, source voltage, source current 

f. You may also find it useful to measure and record the pulse fall time (since 

we're using an inverting amp) and pulse full-width half-max (FWHM). 
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Appendix H 

LABVIEW SCREEN CAPTURES 

Two LabVIEW programs were written to aid in the measurement process. "ThorLabs 

MDT693xy2 Keithley 2400.vi" performed the alignment of the input optical fiber to the 

waveguide leading to the edge-coupled waveguide detectors, while 

"MultiAbsoluteMoveAndRead.vi" performed the waveguide scans for the waveguide loss 

measurements. Front panel and block diagram screen captures from both LabVIEW Vis are 

shown below. 
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1 ThorLabs MDT693xyz Keithley 2400 

111 ThorLabs MDT693xyz Keithley 2400.vi Front Panel 

IFile: Edit Operate Tools Browse Window Help. 

OI# I I 13pt Application Font ,.,.,| ^ * J D ! rllil ffirH^af. (§^s m 
693 

2400 

Piezostage 
COM port Fast axis 

Y f 
It is recommended that you place the Keithley 
2400 in LOCAL mode before running this VI. 

| f he start and stop voltages are added to whatever voltage is manually preset, therefore, 
fmanually set all axes on the MDT693 to 0V to start, Use the ThorLabs MDT695 software to 
"reset axes to QV before and after running this VI, as necessary. 

Y axis start V 

X axis start 

Y axis stop V 

• JiO 

X axis stop V 

YaxisVstep #Y .steps Yaxis error Yfast 

^o -o ..ifli ,.4fc -

X axis V step # X steps 

=0 

X'axis error X fast 

| The back-up voltage is applied to the Z-axis stage, to move the stage away from whatever 
Hit starts out near, For that reason, it is recommended that the Z-axis on the piezostage 
start at 150V, (The back-up voltage is subtracted from the starting voltage.) 

Z axis start V Z axis back-up voltage amount Z axis backup V step # Z steps 

^ 1 5 0 -? ;0 '7-P 
2nd pass 

Repeat first pass <^."_ _'*>5can about max 

2nd pass Y range 

J 
2nd pass X range 

2nd pass Y V step 

2nd pass X V step 

{ H T - * " ' 

The second-pass Y and X values are for use after 
the initial "find the max" run at the starting Z value. 
They'll be used when backing up in the Z axis. 
Note that "range" is the one-sided range. 
(These inputs are ignored in "Repeat first pass" 
mode.) 

Output file name (Must be in a directory where you have write permission.) 

' I jcUhorLabs^Keithjtey^ta.txt '" * ~ " ~ & j 

Detector bias: 

t, Positive (Iph values < 0 are assumed bogus, and are forced to 0.) iFor both positive and negative 
J ,bias, the absolute value of 

f Negatve (Iph values > 0 are assumed bogus, and are forced to 0.) ?•, . n i ^ J 

Photocurrent 

,fiN. 

Max photocurrent (nA) 

' 0 ' " 

.Y_voltaue for max 

Mm imjllWWH/MilWilHIHIlrtj 

Figure 1: Front panel, top third 
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§1 ThorLabs MDT693xyz Keithley 2400.vi Front Panel 

File Edit Operate loo ls Browse Window Help 693 
2400 i£> j§f (Q) | | | 13pt Application Font j r l •DEP 

sHre r̂ ?xV i; 
P_ I£ 

Note that "range" is the one-sided range. 
(These inputs are ignored in "Repeat first pass" 
mode.) 

lOutput'file name (Must be in a directory where you have write permission.) 

?H[c:\ThorLabs_Keithleyldata,txt 1M 
Detector bias: '•' ~\ 

f'\ Positive (Iph values < 0 are assumed bogus, and are forced to 0.) For both positive and negative 
j | bias, the absolute value of 

V Negatve (Iph values > 0 are assumed bogus, and are forced to 0.) P. . D iQ t t e ] j 

Photocurrent - -: 

iMaxjphotocurrent (nA) 

Y voltage for max 

X voltage for max . 

Run the ThorLabs 
MDT695 software 
to reset the 
piezocontroller to 
the starting voltage 
on all axes. 

Status 

V start V Y'stopV V'Vstep 

;|o io '-jo 

jC_sbarLV.__ _£.stopJL- Xl_«.s.tep_ 
<1 31 

Figure 2: Front panel, middle third 
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HO ThorLabs MDT693xyz Keithley 2400.vi Front Panel 

File Edit Operate Tools Browse Window Help 693 
2400 0 # © IJJ 13pt Application Font 
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v̂': f 

~v 

Status 
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,;0 

X axis V array 
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ZaxisV array 
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Measured photocurrent 
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C 0 

X axis return voltage 

JO 

0 0 
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i l °~~ 

0 0 
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0 

jiyi 

Figure 3: Front panel, bottom third 
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" ThorLabs MDT693xyz Keithley 2400.vi Block Diagram 

File Edit Operate Tools Browse Window Help 

l»|¥|[Q[ii|[flItojgfeglHV.ftpi*°*fa".F°nt " R [ j g ^ l ^ l P ^ 

I don't need to check the 1 axis parameters like I do the X and V axis. 
Due to the simpler, one-way motion on the Z axis, valid inputs are 
taken care of by the non-negative data ranges on the inputs. 

• • p g a D D a a a D a a a b a a D o a a D D D a o D a a Q P a c i o a t : 

3 a D n a D a a D O D D D a D a D a n p o p D a n a a p a l 

Find the maxima 
and the Y and > j -
photocurrent. ij 
photocurrent arj 
each XY plane, 
previous larger 

There is a bug in th 
For the last scan ar 
From ALL scans, an 
fix this. BP 

a n n n n a o D a n n o a a"a~c 

|Now that aB X and Y axi 

MDT 

n~~fl 

i n „n n..n_n„rl-n_n n„n,n_n r^ 

Figure 4: Block diagram, upper left 
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JfeJ ThotLabs MDT693xyz Keithley 2400.vi Block Diagram 

File Edit Operate Tools. Browse Window Help 

I M J S m f f l l ^ t f M Hpt.AppllcationFont H f l ^ p ^ l f ^ 

k axis start v| lTreatXaxlslteVaxls.1 
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|lMeasured photocurrent nA 
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Figure 5: Block diagram, lower left 
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IgjThorLabs MDT693xyz Kcithley 2400.vi Block Diagram 

File Edit Operate Tools Browse Window Help 
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Find the maximum photocurrent for the current XY scanning plane, 
and the Y and X-axis voltages corresponding to the maximum 
photocurrent. (This calculation assumes that the measured 
photocurrent array is COMPLETELY zeroed-out at the start of 
each XY plane. That is, there are no left-over values From a 
previous larger initialization.) 

There is a bug in this process, in that I'm finding the max photocurrent 
For the last scan and moving to that XY position, not the max photocurrent 
from ALL scansj and moving to that XYZ position, Have to think how to 
Fix this. BP 
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Figure 6: Block diagram, upper right 
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§ 1 ThorLabs MDT693xyz Keithtey 2400.vi Block Diagram 

File Edit Operate lools Browse Window Help 
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Figure 7: Block diagram, lower right 
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MultiAbsoluteMoveAndRead 

IteJ MultiAbsoluteMoveAndRead.vi Front Panel 

File: Edit Operate lools Browse Window Help 
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This version of the program uses absolute movements;"'^/" 

'" Fast scan direction - Scan length (urn)' • # of steps 

; Assumes Y is unit 1, 

;)!B" 
) Step delay„'(ms)'' 

* Z is unit 2, AlsOj 
it is assumed that 'r}\ 2000 

• vertical is unit 3. ',' 

Jump length (urn) Jump delay (ms) ,-, Passes 

^ | 5000 

Measure I or.V: 

•^Kv. .J 

. Iphdto TIAV 

-IT IS YOUR 
'RESPONSIBILITY ' 
" TO SET THE 

Slow scan 
Slow scan length # of steps 

Slow scan 
step delay (ms) 

Fast scan unit 

;0 

Slow scanunit. 

d 

'4o > 
' ;Slow-scan* /• - Slow-scan Slow-scari 

jump length(um) jump delay (ms) e passes 

12000 J] 5000 ( j tuuu Til-

KEITHLEY SOURCING ' , , 
CORRECTLY! " Height change From start (urn) 

r ^ 0 (Note: Down is positive) 

;ii 

Crunch the output \ \ 
of this program 

,-with Bob Pownail's' 
;zaberKeith|y,m -
MAT LAB prpgram^or 
something similar. ,'s 

^Time" 

Data filename 

-1|C:\MultiAbsoluteMoveAndRead.txt 

Slow-axis pass Slow step counter Fast-axis pass Fast step counter 

•0 'o ' ' " JO """ " 0 

Meter reading 

0 " " " ~ 

Fast scan abs position (um) 

JO 

Slow scan abs position (um) 

!o" 
Vertical abs position (um) 

' 0 

Max ave value for this step 

,0 * 

Position of max ave value 

<o 
Offset from center of scan 

ro 
J Fast scan start offset (um) 

•0 

- *lvl|l 

Figure 8: Front panel, top part 
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Figure 10: Block diagram, upper left 
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Frame 0: Take a slow-axis step and a vertical step, then scan along the Fast axis while measuring 

Figure 12: Block diagram, upper right 
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